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Abstract
Large Language Models (LLMs) have exhibited remarkable 
reasoning capabilities. Inspired by the great success of  code data in 
training LLMs, we naturally wonder at which training stage 
introducing code data can help LLMs reasoning. To this end, this 
paper systematically explores the impact of  code data on LLMs at 
different stages. 

Concretely, we introduce the code data at the pre-training stage, 
instruction-tuning stage, and both of  them, respectively. Then, the 
reasoning capability of  LLMs is comprehensively and fairly 
evaluated via six reasoning tasks in five domains. We analyze the 
experimental results and provide conclusions with insights. First, 
pre-training LLMs with the mixture of  code and text can enhance 
LLMs’ general reasoning capability almost without negative 
transfer on other tasks. Besides, at the instruction-tuning stage, 
code data endows LLMs the task-specific reasoning capability. 
Moreover, the dynamic mixing strategy of  code and text data 
assists LLMs to learn reasoning capability step-by-step during 
training.

Introduction

Experiments

Problem. We mainly discuss the impact of  code data on model reasoning capabilities in the pre-training node 
and fine-tuning stages.
Evaluation. we evaluate LLMs on six tasks in five domains, including logical reasoning, code reasoning, legal 
reasoning, scientific reasoning, and analogical reasoning.
Result. Pre-training LLMs with the mixture of  code and text can enhance LLMs’ general reasoning capability 
almost without negative transfer on other tasks.

Conclusion
We point out that simply adding 
code data in the pre-training phase 
can effectively improve the general 
reasoning ability of  the model. 
Furthermore, we find that adding 
c o d e  i n s t r u c t i o n s  i n  t h e 
instruction tuning stage can make 
t h e  m o d e l  f o l l o w  h u m a n 
ins t r uc t ions  fo r  ou tpu t  and 
improve specific code reasoning 
capabilities.
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