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Error handling is critical for software reliability. In software systems, error handling may be delayed to other
functions. Such propagated error handling (PEH) could easily be missed and lead to bugs. Our research reveals
that PEH bugs are prevalent in software systems and, on average, take 44.1 days to fully address. Existing
approaches have primarily focused on the error-handling bug within individual functions, which makes it
difficult to fully address PEH bugs.

In this paper, we conducted the first in-depth study on PEH bugs in 11 mature software systems, examining
how errors propagate and how they should be handled. We introduce EH-Fixer, an LLM-based tool for
automated program repair specifically designed to address PEH bugs. For each PEH bug, EH-Fixer constructs
its propagation path, and repairs them through retrieval-augmented generation. To assess the performance of
our approach, we collected 89 historical PEH bugs from the Linux Kernel as well as 9 widely used applications.
The experimental results show that EH-Fixer can fix 83.1% (74/89) of PEH bugs.
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1 Introduction
Software systems frequently encounter errors, necessitating appropriate handling to maintain
stability. A prevalent issue impacting software reliability is the presence of error-handling bugs,
which are failures to properly handling specific errors.
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Patch 
in 4.0

1  static int __spi_sync(...) {
      ...
2 +   status = __spi_validate(spi, message);
3 +   if (status != 0)
4 +         return status;
      ...
5  } 

6  int spi_sync(...) {
      ...
7     ret = __spi_sync();
8     return ret; 
      ... 
9  }

10 static int mchp23k256_write(...) {
      ...
11-   spi_sync(flash->spi, &message);
12+   ret = spi_sync(flash->spi, &message);
13+   if (ret)
14+         return ret;
      ...
15 }

Patch 
in 4.16

16 static int max1111_read(...) {
      ...
17    err = spi_sync(data->spi, &data->msg);
18    if (err < 0) {
19        dev_err(...,"spi_sync failed",...);
20        mutex_unlock(&data->drvdata_lock);
21        return err;
22    }
      ...
23 } 

...

...

Fig. 1. Limitations of existing approaches.

Existing approaches that fix error-handling bugs usually rely on manually created templates. For
instance, ErrDoc [55] identified four categories of repair methods and summarized corresponding
templates. Such methods require developers to possess extensive domain knowledge, struggle to
adapt to the software evolution, and tend to be inaccurate. With the rapid development of large
language models (LLMs), there is growing interest in utilizing LLMs for automatic program repair
(APR). For example, ChatRepair [63] guided the APR by feeding the test results back to LLMs, and
RAP-Gen [56] fine-tuned LLMs for APR by retrieving similar patches. However, such efforts are
limited in two aspects.

Firstly, error-handling bugs can affect multiple functions within a software system. We illustrate
this with an example from the Linux Kernel in Fig. 1. Developers fixed an error-handling bug
in version 4.0 (lines 2-4) and returned a variable “status” (line 4). This variable represents an
abnormal state of the software system, referred to as an error . This error was propagated to other
functions along the data/control flow (lines 4, 7, 8, 11, 17). Such a propagation path is referred to
as the error propagation path. The error reaches function𝑚𝑐ℎ𝑝23𝑘256_𝑤𝑟𝑖𝑡𝑒 and causes a new
error-handling bug in line 11, and was not fixed until version 4.16. Error-handling bugs in line 2
and 11 are caused by the propagation of the same error, and we refer to the collection of such bugs
as a propagated error-handling (PEH) bug. Existing approaches usually focus on single-hunk
fixes[55], are inadequate for addressing PEH bugs.
Secondly, error-handling strategies vary across different software systems and even among

different functions. For instance, the error in𝑚𝑐ℎ𝑝23𝑘256_𝑤𝑟𝑖𝑡𝑒 only needs to be passed to its
caller (line 14), whereas the error in𝑚𝑎𝑥1111_𝑟𝑒𝑎𝑑 necessitates additional logging (line 19) and
cleanup (line 20). Choosing the appropriate handling requires an understanding of how the software
and each function handles errors. Existing template-based approaches often replicate near-by error-
handling code snippets [55]. They overlook the diversity of handling strategies, and could result in
inappropriate repairs.
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To better understand the PEH bug, we conducted studies on 153 (44+109) PEH bugs from the
Linux Kernel and 10 applications. Our findings indicate that PEH bugs are prevalent in software
systems and, on average, take 44.1 days to fully address. To tackle PEH bugs, we proposed an
LLM-based automated program repair (APR) approach EH-Fixer. Our key insight is that resolving
error-handling bugs requires a step-by-step fix along the propagation path, not just within a single
function. Accordingly, EH-Fixer constructs the error propagation path for the PEH bug, identifies
functions necessitating repair, and generate patches. The design of EH-Fixer presents two primary
challenges:

• Firstly, constructing the error propagation path is challenging. To address this, we analyzed
153 PEH bugs, studying their propagation characteristics to inform our construction of the
propagation path.

• Secondly, fixing functions on the propagation path is not easy. We analyzed 2,550 functions in
153 PEH bugs, identifying contextual information that aids LLMs in selecting the appropriate
handling. This information guides LLMs using a retrieval-augmented technique.

We evaluated the performance of EH-Fixer in fixing real-world PEH bugs. We used EH-Fixer to
repair 9 new error-handling bugs in the Linux Kernel. Two have been confirmed, while the rest are
still under review. Furthermore, we collected 89 (44+45) historical PEH bugs from the Linux Kernel
and 9 highly-rated applications on GitHub, including 233 functions necessitating repair. To mitigate
data leakage, we partitioned the dataset based on the training cut-off time of LLMs [47]. Bugs fixed
post-cut-off are free from data leakage since their patches were not included in the training data of
LLMs. For earlier bugs, we employed source code transformation methods maintaining semantic
equivalence [69]. Our experiments revealed that EH-Fixer successfully resolved 83.1% (74/89) of
the PEH bugs within five attempts, and notably, 48.6% (36/74) of these PEH bugs cannot be fixed by
all comparative approaches.

The key contributions of this paper include:
• We conducted a study on 153 historical PEH bugs from the Linux Kernel and 10 applications.
These findings contribute to a deeper understanding of PEH bugs, reveal limitations of
existing approaches, and inform the design of our proposed method.

• We proposed an APR approach EH-Fixer. By using LLMs and a retrieval-augmented technique,
EH-Fixer is able to fix PEH bugs.

• We constructed a dataset containing 89 historical PEH bugs, and compared the performance
of EH-Fixer against 3 state-of-the-art (SOTA) approaches. Experiment results show that
EH-Fixer outperforms SOTA approaches by fixing an additional 48.6% (36/74) PEH bugs.

2 Understanding Propagated Error-Handling Bug
In this section, we take an in-depth look into the PEH bug through an empirical study. We will
first outline the methodology used in this study, then present our findings. Our findings involve
the prevalence and resolution time of PEH bugs, and characteristics of PEH bugs concerning their
propagation and handling.

2.1 Study Methodology
2.1.1 Studied Subjects. As shown in Table 1, we studied 11 software systems from different domains.
We select these projects because they are: a) mature and widely used, each having at least 500
GitHub stars; b) open-source and have well-maintained evolution histories. These criteria ensure
the accuracy and generality of our findings.

2.1.2 Data Collection. An errormay propagate throughmultiple functions, and some functionsmay
not handle the error properly, resulting in a PEH bug. To better understand PEH bugs, we analyze
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Table 1. Studied subjects.

Domain Name Line Number PEH Bugs
Operating System Linux Kernel 36,780,452 44

Database TimescaleDB 659,465 23
MonetDB 452,349 14

Image Editor Darktable 664,703 14
FTP ProFTPD 845,882 13

Machine Learning H2O 918,805 11

Security Hashcat 1,790,923 11
MASSCAN 59,803 3

Data Transfer Zstandard 157,915 9
Web server Lighttpd 132,521 7
Player Audacious 49,795 4

existing errors in the software, collect functions on their propagation paths, and identify PEH
bugs accordingly. First, we use the method of an existing approach [31] to identify error-handling
code snippets. We then manually analyze the error propagation path based on data dependencies,
and document the functions involved. A PEH bug is identified if functions along the propagation
path fails to appropriately handle the error. For example, in Fig. 1, we first identify error-handling
code snippets in __𝑠𝑝𝑖_𝑠𝑦𝑛𝑐 ,𝑚𝑐ℎ𝑝23𝑘256_𝑤𝑟𝑖𝑡𝑒 , and𝑚𝑎𝑥1111_𝑟𝑒𝑎𝑑 . We then construct the error
propagation path based on data/control dependencies and collect functions including 𝑠𝑝𝑖_𝑠𝑦𝑛𝑐 .
Finally, we searched the commit history and found that the error in __𝑠𝑝𝑖_𝑠𝑦𝑛𝑐 was handled at
version 4.0, whereas the error in𝑚𝑐ℎ𝑝23𝑘256_𝑤𝑟𝑖𝑡𝑒 was not handled until version 4.16, so they
were considered as a PEH bug.

2.2 Resolution Time of PEH bugs
We investigated 876 error-handling code snippets to study the prevalence of PEH bugs and their
resolution time, and found:

Finding 1: A significant 41.9% (367/876) of errors propagate to multiple functions. Errors
affecting 17.5% (153/876) of functions persist across multiple software versions (classified
as PEH bugs). On average, these errors propagate through 16.7 functions and require 44.1
days for complete resolution.

Taking Fig. 1 as an example, the error in function __𝑠𝑝𝑖_𝑠𝑦𝑛𝑐 propagated through function return
values to multiple functions, and some functions such as𝑚𝑐ℎ𝑝23𝑘256_𝑤𝑟𝑖𝑡𝑒 fail to handle this
error properly. Moreover, the fix in𝑚𝑐ℎ𝑝23𝑘256_𝑤𝑟𝑖𝑡𝑒 also propagated the error to its callers, and
may result in more functions necessitating repair.

Implication: PEH bugs are prevalent in software systems and affect multiple functions. Resolving
them usually takes a significant amount of time, posing a threat to software reliability.

2.3 Characteristics of the error propagation
This study examines how errors propagate across functions, and how such propagation causes
PEH bugs. We investigated 2,550 functions in the error propagation path of 153 PEH bugs to study
how they propagate the error. We found that:
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Finding 2: 44.9% (1,145/2,550) of the functions propagate errors. Of these, 85.7% (981/1,145)
propagate errors via their return values, 12.3% (141/1,145) by altering parameters, and 2.3%
(26/1,145) by modifying global variables.

On the one hand, this finding suggests that functions mainly propagate the error through its
return values or parameters, and the error propagation path can be identified accordingly. On
the other hand, this finding suggests that, on the error propagation path, functions in leaf nodes
need to be repaired according to their parent nodes. For example, as depicted in Fig. 1, callers of
𝑚𝑐ℎ𝑝23𝑘256_𝑤𝑟𝑖𝑡𝑒 may need to be repaired because the patch in𝑚𝑐ℎ𝑝23𝑘256_𝑤𝑟𝑖𝑡𝑒 returns the
error (line 14).

Further investigation into these 1,145 functions revealed the rationale behind their error propa-
gation:

Finding 3: 66.6%(763/1,145) chose to propagate errors because their errors could affect
subsequent program execution, while the remaining 33.4%(382/1,145) did so because the
software uniformly handles certain types of errors.

We classify errors that fall into both categories as uniform handled, as such errors are propagated
to specific code snippets, making them easy to identify. This finding indicates that the decision to
propagate an error depends on the potential impact of the error on subsequent program execution
and the handling strategy of the software. We define the term error impact as the influence of
an error on subsequent program execution. This impact is twofold: it affects both the function
in which the error occurs and any functions that call this function. For instance, as illustrated in
Fig. 1, the role of the𝑚𝑎𝑥1111_𝑟𝑒𝑎𝑑 function is to read, process, and return data. The error at line
17 not only halts the execution of𝑚𝑎𝑥1111_𝑟𝑒𝑎𝑑 due to a failure in data input, but also prevents
the calling functions from receiving the processed data, necessitating the return of an error code.

Implication: The propagation path of an error can be traced through return values and parame-
ters, while the fixing of error-handling bugs requires an understanding of the error impact and the
handling strategy of the current software.

2.4 Characteristics of the error-handling action
We term the individual statements within error-handling code snippets as error-handling action,
and refer to the combination of these actions as the action set. The correlation between the
error impact and the action set is termed the error-handling strategy. This strategy exhibits
considerable diversity across different software systems and even within individual functions.
For instance, in Fig. 1, the error-handling action set in 𝑚𝑐ℎ𝑝23𝑘256_𝑤𝑟𝑖𝑡𝑒 differs from that in
𝑚𝑎𝑥1111_𝑟𝑒𝑎𝑑 .

We first studied 2,151 handling actions in error-handling code snippets from these 1,145 functions,
and found that:

Finding 4: The studied error-handling code snippets include 704 distinct actions, catego-
rized as follows: resource cleanup 56.1% (395/704), returning 37.9% (267/704), and logging
6.0% (42/704).

Cleanup actions are statements like exit, free, close, delete, and unlock, while return actions
include return, goto, break, and continue. The variety of these actions underscores the complexity of
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selecting an appropriate action set to handle the error. For instance, to generate the error-handling
code snippet in 𝑚𝑎𝑥1111_𝑟𝑒𝑎𝑑 of Fig. 1, it is critical to acknowledge that: 1) The error propa-
gated from 𝑠𝑝𝑖_𝑠𝑦𝑛𝑐 is severe for𝑚𝑎𝑥1111_𝑟𝑒𝑎𝑑 , and handling it requires ending𝑚𝑎𝑥1111_𝑟𝑒𝑎𝑑
and return the error; 2) 𝑑𝑎𝑡𝑎→𝑑𝑟𝑣𝑑𝑎𝑡𝑎_𝑙𝑜𝑐𝑘 utilized by 𝑚𝑢𝑡𝑒𝑥_𝑙𝑜𝑐𝑘 can be cleaned up using
𝑚𝑢𝑡𝑒𝑥_𝑢𝑛𝑙𝑜𝑐𝑘 ; 3) 𝑑𝑒𝑣_𝑒𝑟𝑟 can log the error; 4) “𝑒𝑟𝑟” can be used as the return value. Note that, It is
common for error-handling code snippets to rely on specific functions for logging, resource cleanup,
and returning standardized error codes (e.g., "𝑙𝑜𝑔_𝑒𝑟𝑟 " for logging, "close" for files, "ENOMEM" for
return values). These functions and return values are commonly repeated across multiple code
snippets, resulting in 704 distinct actions out of 2,151 handling actions.

We further investigated these error-handling code snippets to determine the contexts that could
inform the selection of handling action sets:

Finding 5: Almost all log actions and return actions repeatedly occur within the error
propagation path or in functions from the same file, and 96.0% (458/477) of cleanup actions
correspond to specific resources.

Functions within the same module usually use the same logging function. This usage allows for
inferences about log actions, such as the 𝑑𝑒𝑣_𝑒𝑟𝑟 in Fig. 1. Moreover, return values used in functions
of the same error propagation path are similar. For instance, the return action in𝑚𝑐ℎ𝑝23𝑘256_𝑤𝑟𝑖𝑡𝑒
(line 14) can be inferred from the handling in 𝑠𝑝𝑖_𝑠𝑦𝑛𝑐 (line 8). However, 35.4% (169/477) of the
cleanup actions remain unidentified in these contexts (functions from the same propagation path
or the same file). Through our analysis, we discovered that 96.0% (458/477) of the cleanup actions
are associated with specific resources. For example, the cleanup actions for 𝑑𝑎𝑡𝑎→𝑑𝑟𝑣𝑑𝑎𝑡𝑎_𝑙𝑜𝑐𝑘 in
𝑚𝑎𝑥1111_𝑟𝑒𝑎𝑑 can be informed by observing how similar resources with the same data type as
𝑑𝑎𝑡𝑎→𝑑𝑟𝑣𝑑𝑎𝑡𝑎_𝑙𝑜𝑐𝑘 are managed in other error-handling code snippets.

Implication: Choosing the appropriate action set necessitates specific contextual information,
including the error-handling strategies of the current software system, available handling actions,
and resource usage. Existing error-handling code snippets in the software can guide this selection.

3 EH-Fixer Design
This section outlines the design of EH-Fixer, an APR approach employing LLMs to repair PEH
bugs automatically. Error handling in C/C++ is usually manually implemented by developers, so it
is more flexible and error-prone [49, 51]. Therefore, this paper focuses on error-handling bugs in
C/C++ programs.

The design of EH-Fixer is illustrated in Fig. 2. EH-Fixer comprises three main components: the EH
Database, the Repair Agent, and the Validate Agent. The EH Database aids LLMs in understanding
and fixing errors using retrieval-augmented technology. The Repair Agent identifies the error
propagation path of an PEH bug, and generates patches accordingly, whereas the Validate Agent
scrutinizes and guides the refinement of these patches.
This design faces two primary technical challenges. First, although our study in Sec. 2 has

significantly reduced the input data, the remaining volume can still impair the performance of
LLMs and increase computational costs. Second, tracing error propagation across multiple functions
step-by-step is inherently time-consuming and resource-intensive. To address the first challenge,
we developed the EH Database, which features summarization methods designed specifically for
different types of contextual information, effectively shortening the input length. For the second
challenge, we address this by employing clustering techniques that allow for the collective repair
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Patch for 
Single Function

Error-Handling 
Strategy Selection

Repair Agent

Patch Generation
Validate Agent

Patch Plausibility 
Filtering

Bug Location

EH Database

Error Propagation 
Analysis

Project Source Code

EH Database 
Construction

Fig. 2. Overview of EH-Fixer.

of functions with similar contextual information during a single LLM interaction, thus decreasing
both interaction frequency and token usage.
Note that, EH-Fixer operates based on static analysis in conjunction with LLMs, allowing it to

analyze software without compilation. This feature enables EH-Fixer to be used during software
development.

3.1 EH Database
As outlined in Sec. 2, fixing PEH bugs necessitates tracing the error propagation path, comprehend-
ing its impact, and choosing the appropriate action set that aligns with the handling strategy of the
target software. To this end, the dataset must encapsulate three types of contextual information
from the target software: function semantics and dependencies, available handling actions, and
illustrative examples that mirror the error-handling strategy used in the software. The primary
technical challenge lies in representing this information with clarity and precision. EH-Fixer tackles
this challenge by conducting an inter-procedural static analysis1 and applying distinct extraction
methods for each type of information. We depict an example of the three types of information in
the EH Database in Fig. 3.

3.1.1 Semantics and Dependencies. In the context of function semantics and dependencies, the
Repair Agent primarily utilizes this information to aid LLMs in tracing error propagation paths,
identifying origins, and analyzing impacts. The EH Dataset initially stores the source code for each
function. Upon retrieval for analysis, EH-Fixer applies the Chain of Thought (COT) methodology
during the analysis, and will first generates a natural language summary detailing inputs, outputs,
and logic (data 1 in Fig. 3). This summary is stored in the EH Dataset and is directly provided when
the function is subsequently retrieved. Furthermore, EH-Fixer constructs function call graphs and
data/control dependency graphs via inter-procedural static analysis (data 2 in Fig. 3). These graphs
aid in the tracing of error propagation and program slicing on code snippets related to the error.

3.1.2 Available Action. Turning to the second category of information, LLMs should be aware of
the available handling actions in the current software to make informed decisions. Logging actions
and returning actions, which typically can be identified by specific keywords [19, 25, 31, 50], are less
1The specific details and examples of the static analysis can be found in link. [2]
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1  static int max1111_read(...) {
      ...
2     err = spi_sync(data->spi, &data->msg);
3     if (err < 0) {
4 dev_err(...,"spi_sync failed",...);
5 mutex_unlock(&data->drvdata_lock);
6 return err;
7     }
       ...
8  } 

Semantics and Dependencies
1)Summary: "This function reads data from the 
MAX1111 ADC device for a specified channel. 
It locks a mutex, configures the transmission 
buffer, sends a SPI command, and retrieves 
the result. If the response is valid, it 
processes and returns the data; otherwise, it 
returns an error code." 
2)CallGraph, Data/Control Dependencies Graph

Available Action
3)Cleanup: (max1111_data->drvdata_lock, 
mutex_unlock)
4)Logging: ("/drivers/hwmon", dev_err)
5)Return: ("/drivers/hwmon", "-EINVAL")

Error Impact & Action set
6)<"SPI transmission failure", ("Logging", 
"Resource cleanup", "Early stop")>
7)<"Cannot pass input data for caller 
functions", ("Propagate error")>

Source Code

EH Dataset

Fig. 3. Construction of EH Database.

diverse. Conversely, cleanup functions show more diversity and are scattered across error-handling
code snippets, posing a challenge for direct representation to LLMs. EH-Fixer systematically extracts
these actions from existing error-handling code snippets in three steps. Initially, EH-Fixer utilizes
the method outlined in Sec. 2.1.2 to collect existing error-handling code snippets, and document
their return values. Subsequently, EH-Fixer categorizes functions containing keywords such as "log"
or "err" in hard-coded strings as logging actions, while it considers other function invocations as
cleanup actions. The impact of such a simple classification method on the performance of EH-Fixer
will be discussed in Sec. 4.1.2. Finally, EH-Fixer establishes relationships between cleanup actions
and specific resource types based on data/control dependencies. For example, in Fig. 3, EH-Fixer first
identifies the error-handling code snippet in line 3-6, and document its return value in line 6. Since
it returns the return value of 𝑠𝑝𝑖_𝑠𝑦𝑛𝑐 (line 2, 6), EH-Fixer retrieves the return value of function
𝑠𝑝𝑖_𝑠𝑦𝑛𝑐 , and stores it with the file path of𝑚𝑎𝑥𝑙𝑙𝑙𝑙_𝑟𝑒𝑎𝑑 (data 5). Similarly, EH-Fixer identifies
the logging function 𝑑𝑒𝑣_𝑒𝑟𝑟 and correlates it with the same file path (data 4). Finally, we record
the𝑚𝑢𝑡𝑒𝑥_𝑢𝑛𝑙𝑜𝑐𝑘 with the datatype of its input variable 𝑑𝑎𝑡𝑎→𝑑𝑟𝑣𝑑𝑎𝑡𝑎_𝑙𝑜𝑐𝑘 (data 3). For each
cleanup function, EH-Fixer archives up to𝑇𝐻𝑒 code snippets as examples to help LLMs understand
its applications. The threshold 𝑇𝐻𝑒 will be discussed in Sec. 4.3. When retrieving available actions,
EH-Fixer may identify multiple actions of the same type, such as several logging functions. All
these actions will be returned and provided to the LLM.

3.1.3 Error-Handling Strategy. Regarding the third category of information, in line with Finding 2
and 3, selecting the appropriate handling action set necessitates comprehension of both the error
impact, and the handling strategy of the current software. EH-Fixer analyzes existing error-handling
code snippets to study the relationships between the error impact and the associated handling
action set. These relationships serve as demonstrative examples of the handling strategy. Referring
to Finding 5, functions within the same error propagation path or the same file usually have a similar
action set. Consequently, EH-Fixer learns the handling strategy of the target software from these
functions. To achieve this, we utilize an LLM to analyze existing error-handling code snippets and
summarize data pairs of <Error Impact, Action Set>. These pairs aid LLMs in grasping the handling
strategies through the In Context Learning (ICL) technique. Specifically, EH-Fixer constructs these
data pairs in 3 steps. Initially, for each existing error-handling code snippet, EH-Fixer establishes
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Fig. 4. Error propagation path construction.

func_5

func_6 func_7

 + if (err)
 +  return -ENOMEM;

Fig. 5. Error propagation path extension.

the propagation path for each error-handling code snippet as described in Sec. 3.2.1. Following
Finding 5, EH-Fixer then retrieves relevant contextual information, and summarizes a natural
language describing the error impact using LLMs. Finally, EH-Fixer utilizes LLMs to analyze and
pair error impacts with handling action set, outputting as <Error Impact, Action Set>. For instance,
as shown in Fig. 3, the impact on the buggy function (𝑚𝑎𝑥𝑙𝑙𝑙𝑙_𝑟𝑒𝑎𝑑) necessitates logging and
an early termination (data 6). A failure in𝑚𝑎𝑥𝑙𝑙𝑙𝑙_𝑟𝑒𝑎𝑑 could hinder its caller from obtaining a
valid device, thus necessitating error propagation (data 7). To minimize unnecessary overhead, the
EH-Fixer only learns these data pairs when an error-handling code snippet is retrieved.

The EH-Database is designed to store the error-handling strategies of target software, and needs
to be rebuilt for different software. The database is constructed using automated static analysis,
with interaction with the LLM occurring only when relevant code snippets are retrieved. As a result,
the rebuilding process is simple and fast. For example, the EH-Database for software containing
250,000 lines of code can be built in under 5 minutes on an i9-10900K CPU.

3.2 Repair Agent
The Repair Agent, powered by LLMs, undertakes two primary tasks: analyzing error propagation
paths and generating patches. This section outlines the technical challenges associated with these
tasks and describes our solutions.

3.2.1 Error Propagation Path Analysis. The Repair Agent analyzes the error propagation path
through the call graph. The main technical challenge is that functions in the error propagation
path need to be fixed according to their parent nodes. For instance, as illustrated in Fig. 1, callers
of𝑚𝑐ℎ𝑝23𝑘256_𝑤𝑟𝑖𝑡𝑒 necessitate repairs only if𝑚𝑐ℎ𝑝23𝑘256_𝑤𝑟𝑖𝑡𝑒 itself has been successfully
repaired and returns an error code. To address this challenge, the Repair Agent first constructs the
error propagation path, and then repairs it step-by-step from the root node.

When a bug location is provided to the Repair Agent, it may not necessarily be the root node of
the error propagation path. The Repair Agent constructs the propagation path based on two criteria:
1) A node that does not handle return values or parameters of custom functions is identified as the
root node. 2) Nodes that neither return values nor alter their parameters are considered leaf nodes.
As illustrated in Fig. 4, with 𝑓 𝑢𝑛𝑐_1 as the input bug location, the Repair Agent first identifies the
root node 𝑓 𝑢𝑛𝑐_2, and subsequently locates 𝑓 𝑢𝑛𝑐_3 and 𝑓 𝑢𝑛𝑐_4. After the above steps, the Repair
Agent analyzes the nodes along the error propagation path and generates corresponding patches.
If these patches cause further error propagation, the Repair Agent will expand the propagation
path. Using Fig. 5 as an example, since the patch for 𝑓 𝑢𝑛𝑐_5 returns “-ENOMEM”, causing the
error to propagate to its callers. As a result, the Repair Agent includes 𝑓 𝑢𝑛𝑐_6 and 𝑓 𝑢𝑛𝑐_7 to the
propagation path. The Repair Agent does not consider error propagation involving global variables.
This is a trade-off between accuracy and recall, which is discussed in Sec. 5.3.
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Fig. 6. Patch generation.

3.2.2 Patch generation. For each function in the propagation path, the Repair Agent first evaluates
the error impact, then predicts a set of handling actions considering the error-handling strategy of
the current software, and eventually retrieves available actions from the EH Database to generate
patches. As shown in Fig. 6, the main idea of this step is to derive <Error Impact, Action Set>
relationship pairs by learning relevant error-handling code snippets, and guide LLMs to predict the
appropriate action set based on the error impact through ICL. This process presents two technical
challenges. Firstly, PEH bugs effect multiple functions. Our experiments indicate that repairing all
affected functions in a single LLM session is difficult, and individual analysis of functions leads
to increased overhead. Secondly, the extensive retrieval of contextual information, particularly
regarding cleanup actions, results in significant unnecessary costs.
To tackle the first challenge, we conduct studies on 96 PEH bugs discussed in Sec. 2. We find

that many functions along the propagation path have similar contexts. Independently repairing
these functions entails redundant context provision to LLMs, thus unnecessarily increasing com-
putational overhead. To streamline this process, we grouped functions by context similarity and
implemented collective repairs within a single session. Specifically, as discussed in Sec. 3.1, LLMs
necessitate three contextual inputs for repairs: summaries of relevant functions, code snippets
having data/control dependencies with the error, and data pairs describing the error-handling
strategy of the target software. We use the Jaccard coefficient [52] to quantify the contextual
similarity between two functions. Defined by the formula 𝐽 (𝐴, 𝐵) = |𝐴∩𝐵 |

|𝐴∪𝐵 | , this metric calculates the
proportion of shared to total unique contexts, offering a concise quantification of contextual overlap
between functions. Utilizing the Agglomerative Hierarchical Clustering (AHC) technique [24], we
clustered the functions with a distance threshold (𝑇𝐻𝑑 ) set at 0.4. Functions that are in the same
cluster are fixed collectively. The rationale behind the chosen value of 𝑇𝐻𝑑 is discussed in Sec. 4.4.
Regarding the second challenge, the Repair Agent instructs LLMs to provide feedback on the

resources that require cleanup, and supplies only the relevant cleanup functions. Furthermore,
the Repair Agent simplifies the action set to a combination of three types of handling actions.
For example, code snippets containing only the logging action are considered to have the same
action set. For each type of action set, the Repair Agent will only retrieve up to 𝑇𝐻𝑒 code snippets
from the EH Database. Consequently, the total number of input code snippets will not exceed
𝑇𝐻𝑒 ∗ 7 (calculated as 𝐶 (3, 1) + 𝐶 (3, 2) + 𝐶 (3, 3)). The parameter setting is discussed in Sec. 4.4.
These approaches can reduce a lot of unnecessary inputs and can effectively reduce the overhead.

The prompt of Repair Agent comprises 4 components, including Instruction, Contextual
Information, Constraint, and Example. The Instruction guides LLMs to analysis the error
impact, predict the appropriate handling action set, and generate patches. The Example contains
data pairs for In Context Learning (ICL) (discussed in Sec. 3.1.3). Contextual Information retains
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semantics and dependencies related to the error (discussed in Sec. 3.1.1). Constraint restricts
LLMs from outputting extraneous information and specifies the format of the output. If additional
information is required during patch generation, EH-Fixer retrieves and supplies the relevant
information to LLMs (discussed in Sec. 3.1.2). Throughout this process, LLMs receive only the
source code of the buggy function and the predicted set of handling actions as historical data.

Algorithm 1 Generate patches for a PEH Bug
Require: Bug location BugLocation
Ensure: Generate patches for PEH bugs
1: Initialize RepairList and PatchList
2: RepairList = 𝑔𝑒𝑡_𝑒𝑟𝑟𝑜𝑟_𝑝𝑟𝑜𝑝𝑎𝑔𝑎𝑡𝑖𝑜𝑛_𝑝𝑎𝑡ℎ(BugLocation)
3: while not RepairList.isEmpty() do
4: Let ContextInfo = EHDataset(RepairList)
5: Let RepairCluster = RepairList.cluster().𝑠𝑜𝑟𝑡_𝑎𝑛𝑑_𝑝𝑜𝑝()
6: Let InfoRetrieval, Patch, NewRepairList = RepairAgent(𝑓 𝑜𝑟𝑚_𝑝𝑟𝑜𝑚𝑝𝑡 (RepairCluster, Contex-

tInfo))
7: while not InfoRetrieval.isEmpty() do
8: Let AdditionalInfo = EHDataset(InfoRetrieval)
9: InfoRetrieval, Patch, NewRepairList = RepairAgent(AdditionalInfo)
10: end while
11: ValidationResult = ValidateAgent(Patch)
12: while not ValidationResult.isEmpty() do
13: Patch = RepairAgent(ValidationResult)
14: ValidationResult = ValidateAgent(SinglePatch)
15: end while
16: PatchList.append(Patch)
17: RepairList.extend(NewRepairList)
18: end while
19: return PatchList

3.3 Validate Agent
Verifying the correctness of generated patches is a challenge faced by all APR methods. Even with
test cases, these methods can only produce plausible patches, and the presence of bugs still requires
manual verification. Therefore, EH-Fixer is designed to generate plausible patches. Due to the lack of
sufficient test cases, the Validate Agent leverages static analysis and LLMs to assess the plausibility
of these patches. The main challenge is to design the criteria for the check. To address this challenge,
we attempted to fix all 153 historical PEH bugs in the study with the Repair Agent, and analyzed
600 incorrect patches generated by LLMs. Our analysis indicated that: 52.8% (317/600) of incorrect
patches used non-existent return values; 43.3% (260/600) referenced non-existent cleanup functions;
43.1% (259/600) included irrelevant modifications. Consequently, the Validate Agent scrutinizes
patches for fabricated function calls and return values based on specified keywords, and assesses
unnecessary modifications via LLMs.

First, the Validate Agent examines error-handling actions within the input patch. If they are not
included in the input of the Repair Agent, the Validate Agent assumes that they are made-up and
returns these mistakes. Subsequently, the Validate Agent checks the patch using LLMs for irrelevant
modifications and returns found mistakes. Similar to the Repair Agent, the prompt of the Validate
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Agent consists of 2 components, including Instruction and Constraint. The Instruction describes
the buggy function and code snippets, the input patch, and guides LLMs to confirm whether the
patch fixes only the target error-handling bug. The Constraint directs LLMs to produce outputs in
a structured format.

We detail the EH-Fixer method for addressing PEH bugs in Algorithm 1. BugLocation serves as the
input, providing the location of the error-handling bug. EH-Fixer constructs the error propagation
path, logs all affected functions in RepairList (action 2), and stores generated patches in PatchList.
It retrieves contextual information from the EH Dataset (action 4), clusters the RepairList, and
selects the largest cluster RepairCluster that closest to the root node (action 5). EH-Fixer constructs
prompts for functions in RepairCluster, which are then processed by the RepairAgent (action 6). If
the RepairAgent requires more information, it initiates InfoRetrieval (action 7), and data is fetched
from the EH Database (action 8) to continue the repair(action 9). The RepairAgent generates the
Patch, which is reviewed by the Validate Agent (action 11). If modifications are needed, the patch is
updated by the RepairAgent (actions 13 and 14). Finally, EH-Fixer secures the validated patch in
PatchList (action 16) and updates the RepairList (action 17). This process is repeated 𝑇𝐻𝑝 times,
and this parameter is discussed in Sec. 4.4.

4 Experiment
We conduct experiments to evaluate our approach by answering the following research questions:

• RQ1: How does EH-Fixer performs on real-world PEH bugs?
• RQ2: Does EH-Fixer outperform SOTA approaches?
• RQ3: How does each design affect the performance of EH-Fixer?
• RQ4: How do parameters affect the performance of EH-Fixer?

The experiments were conducted on a machine running Linux-18.04 with 64GB of RAM and an
Intel i9-10900K CPU.

4.1 Answer to RQ1: Performance on Real-World PEH Bugs
In this section, we evaluate the performance of EH-Fixer on real-world PEH bugs through experi-
ments conducted on the Linux Kernel and open-source applications.

4.1.1 Experiment Setup. As shown in Table 2, we evaluated EH-Fixer on the Linux Kernel and 9
open-source applications across different domains. Each application has over 500 stars on GitHub
and is distinct from those in our study. Our evaluation consists of two main parts: fixing new PEH
bugs and addressing historical PEH bugs. On the one hand, we used an existing approach [31] to
detect error-handling bugs in the Linux Kernel, and repaired them using EH-Fixer. Newly discovered
PEH bugs, which involve multiple function fixes, were reported to the developers. On the other
hand, following the methods outlined in Sec. 2.1.2, we collected 44 historical PEH bugs from the
Linux Kernel, and 45 from the applications, involving 125 and 108 buggy functions respectively.
It is important to note that a total of 88 PEH bugs were collected from the Linux Kernel, with 44
bugs used for research and 44 used for experimentation. These two sets of bugs are from different
modules of the Linux Kernel.
To evaluate the efficacy of EH-Fixer, we restored the source code of each historical PEH bug

to its pre-repair state to ascertain whether EH-Fixer could generate patches that are semantically
equivalent to the original fixes. Notably, some patches for historical bugs might have been included
in the LLM training dataset. To mitigate the risk of data leakage, we segregated the historical
bugs by the training cut-off time of the LLM. Given that EH-Fixer utilizes gpt-4-0613, we selected
September 2021 as the cutoff time [47]. Consequently, we categorized the historical PEH bugs into
two groups: 71 (37+34) and 18 (7+11) bugs, respectively. For historical PEH bugs prior to the training
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Table 2. Performance on real-world PEH bugs.

Domain Name PEH Bugs Precision Repair Rate

Operating System Linux Kernel 44 68.6%(151/220) 81.8%(36/44)
Networking OpenVPN 11 74.5%(41/55) 81.8%(9/11)

Developer Tools ESP-IDF 7 77.1%(27/35) 85.7%(6/7)
BPF Compiler Collection 4 75.0%(15/20) 75.0%(3/4)

Database Redis 6 73.3%(22/30) 83.3%(5/6)

Window Manager Sway 5 68.0%(17/25) 80.0%(4/5)
Mutter 2 70.0%(7/10) 100.0%(2/2)

Emulator iSH 4 95.0%(19/20) 100.0%(4/4)
Media HandBrake 4 65.0%(13/20) 75.0%(3/4)

Data Transfer Tool Curl 2 90.0%(9/10) 100.0%(2/2)

cut-off time, we adopted the methodological of existing studies [69] and manually transformed the
code to ensure equivalence. This transformation includes changes to function and variable names,
as well as code structure. For instance, we may rename “𝑓 𝑟𝑒𝑒_𝑝𝑎𝑔𝑒” to “𝑟𝑒𝑙𝑒𝑎𝑠𝑒_𝑝𝑎𝑔𝑒_𝑚𝑒𝑚𝑜𝑟𝑦”,
reverse a condition like “𝑎 > 𝑏” to “𝑏 < 𝑎”, or rewrite “𝑖 𝑓 (𝑎){𝑠1}𝑒𝑙𝑠𝑒{𝑠2}” as “𝑖 𝑓 (!𝑎){𝑠2}𝑒𝑙𝑠𝑒{𝑠1}”.
Afterward, we use a separate LLM to check if it can identify the original source of the code. If the
LLM fails to recognize it, we consider the transformation valid and use it in our experiment.
We set the thresholds 𝑇𝐻𝑒 (in Sec. 3.2.2), 𝑇𝐻𝑑 (in Sec. 3.2.2), and 𝑇𝐻𝑝 (in Sec. 3.3) to 3, 0.4,

and 5, respectively. The rationale behind these parameter settings is discussed in Sec 4.4. We use
evaluation metrics commonly used in program repair, including precision and repair rate. Precision
represents the ratio of correct patches to the total number of generated patches, whereas the repair
rate indicates the proportion of successfully repaired bugs. A bug is considered successfully repaired
if at least one candidate patch is correct.

4.1.2 Experiment Result. We used EH-Fixer to fix 34 newly detected error-handling bugs in the
Linux Kernel, and found that the fixes for 9 of them involved multiple functions (PEH bugs). We
submitted these patches to the developers. Currently, 2 have been confirmed, while the rest are still
under review. As for the historical bugs, the results are shown in Table 2. On the Linux Kernel, EH-
Fixer achieved a repair rate of 81.8% (36/44) with a precision of 68.6% (151/44*5). As for applications,
it achieved a repair rate of 84.4% (38/45) with a precision of 75.6% (170/45*5). Note that, regarding
historical bugs, EH-Fixer achieved a precision of 72.7% (258/355) and a fix rate of 81.7% (58/71) on
the data before the training cut-off time. On the data after the training cut-off time, it achieved a
precision of 70.0% (63/90) and a repair rate of 88.9% (16/18). The performance of EH-Fixer on these
two types of data is similar, suggesting that the experimental results were not notably affected by
the data leakage problem.

EH-Fixer failed to fix 15 PEH bugs, which we have classified into 3 categories. Firstly, some errors
propagate through global variables. EH-Fixer trade-offs precision and repair rate to drop this case.
As a result, it causes 2 buggy function in 2 PEH bug to be missed. We will discuss this trade-off in
Sec. 5.3. Secondly, static analysis may be inaccurate. EH-Fixer performs static analysis based on
AST without compiling the target software system. This allows EH-Fixer to be used in the software
development phase, but it also causes it to perform less well than compilation-based methods. This
resulted in 8 buggy functions in 5 PEH bugs were not found. Finally, 8 PEH bugs were not fixed due
to the lack of relevant information. The propagation path of PEH bugs contains multiple functions,
and a single inappropriate prediction of handling action set can cause the fix to fail. These 8 PEH
bugs contained 22 buggy functions, and their propagation path affected 119 functions. Among these,
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Table 3. Comparison in real-world bugs.

Precision Repair Rate

ChatRepair 13.7%(61/445) 14.6%(13/89)
ErrDoc 28.3%(126/445) 30.3%(27/89)
RLCE 38.0%(169/445) 42.7%(38/89)

EH-Fixer 72.1%(321/445) 83.1%(74/89)

12 buggy functions have less than 3 error-handling code snippets retrieved from the EH Dataset,
and therefore are failed to be fixed by EH-Fixer. Note that, although a simple approach using
keywords was employed for classifying logging actions, no repair failures due to misclassification
were observed in the experiments. This is because logging functions and return statements often
repeat within the same file or error propagation path, so occasional misclassification of logging
actions does not impact the repair process.

Result 1: EH-Fixer has successfully repaired 9 new PEH bugs, with 2 confirmed by devel-
opers and the rest currently under review. In addressing historical bugs from the Linux
Kernel and applications, EH-Fixer demonstrated its effectiveness in fixing real-world PEH
bugs by achieving a repair rate of 83.1% (74/89).

4.2 Answer to RQ2: Comparison with the State-of-the-art
This section presents a comparison of EH-Fixer against SOTA approaches, focusing primarily on
PEH bugs. Due to the lack of test cases, general-purpose APR techniques can hardly be used to
fix error-handling bugs, let alone PEH bugs. Therefore, we compare our approach with existing
approaches designed for error-handling bug fixes. Furthermore, we include several LLM-based
APR approaches in our comparative experiments, as these can implement repairs using feedback
information like the test outcome.

4.2.1 Experiment Setup. EH-Fixer was evaluated against three SOTA methods: a template-based
error-handling bug repair approach ErrDoc [55], and two LLM-based APR approaches, ChatRe-
pair [63] and RLCE [10]. ErrDoc identifies the type of error-handling bug and addresses it by
duplicating adjacent error-handling code snippets. ChatRepair produces candidate patches by
continuously integrating test results into LLMs, Whereas RLCE retrieves relevant code snippets
from the software source code, assisting LLMs in implementing repairs.

We utilized the 89 (44+45) historical PEH bugs discussed in Sec. 4.1 as the test data, and employed
precision and repair rate as evaluation metrics. Since these compared approaches were not specifi-
cally designed for PEH bugs, this study explores their theoretical maximum performance. ErrDoc
and RLCE, which primarily target single-hunk repairs, were provided with all buggy functions
(125+108) within the error propagation path. A PEH bug was deemed resolved if all supplied buggy
functions were successfully repaired. As for ChatRepair, since it can be applied to multi-hunk
repair, we provided it with the entire error propagation path, and used the compile result as the test
outcome. To maintain fairness, both ChatRepair and RLCE were replicated using the gpt-4-0613
model as EH-Fixer, generating five candidate patches per PEH bug.

4.2.2 Experiment Result. The experimental results, as shown in Table 3, indicate that EH-Fixer
exhibits superior performance in repairing PEH bugs, achieving a 40.4% increase in repair rates
(from 42.7% to 83.1%). 48.6% (36/74) PEH bugs fixed by EH-Fixer cannot be fixed by all comparative
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1    if (ret<0){
2       dev_dbg(...);
3       goto err;
4    }

5 -  input_register_device(...);
6 +  ret = input_register_device(...);
7 +  if (ret){
8 +     dev_dbg(...);
9 +     goto err_irq
10+  }
11+  err_irq:
12+     free_irq(...);
13   err:
14     return ret;

Nearby Error-Handling 
Code Snippet

Fig. 7. Case study.

approaches. ChatRepair successfully addressed only 13 PEH bugs with a precision of 13.7%. This
low performance stems from two issues: First, the lack of context often causes ChatRepair to select
inappropriate action sets. Second, the error-handling code snippet is rarely covered by test cases.
This makes it challenging to ensure the quality of generated patches based solely on the “passes
compilation” criterion. Consequently, ChatRepair frequently produces patches that compile but are
incorrect. The performance of ErrDoc on PEH bugs is also limited. This is because that ErrDoc fills
templates with handling actions copied from nearby error-handling code snippets. This method
led to 38 failed fixes due to unsuitable actions from nearby snippets. Additionally, it caused 24
failed fixes because some required error-handling actions were absent in the nearby snippets. RLCE
employs a retrieval-augmented strategy to identify relevant function definitions and usages, slicing
code snippets that exhibit data or control dependencies with errors from the buggy function and its
callers. These snippets, as a subset of the context information—semantics and dependencies—within
EH-Fixer, help LLMs understand the error impact. Therefore, RLCE achieves higher performance
than the other two comparison approaches. However, RLCE failed to fix 51 PEH bugs. On the one
hand, it still lacks some essential contexts, including available actions, and illustrative examples of
the error-handling strategy. This deficiency can lead RLCE to select inappropriate action sets. On
the other hand, RLCE does not validate the generated patches, occasionally resulting in irrelevant
changes.
To illustrate our contribution, we conducted a case study. Fig. 7 illustrates a patch for the

Linux Kernel, it fixes one of the functions affected by a PEH bug. This patch includes a logging
function 𝑑𝑒𝑣_𝑑𝑏𝑔 (line 8) and a resource cleanup function 𝑓 𝑟𝑒𝑒_𝑖𝑟𝑞. None of the three comparison
approaches succeeded in generating this patch. ChatRepair, provided with all functions along the
error propagation path, attempted to modify the target function only once in five tries but did
not succeed. ErrDoc, using only the buggy function as input, identified 𝑑𝑒𝑣_𝑑𝑏𝑔 but overlooked
𝑓 𝑟𝑒𝑒_𝑖𝑟𝑞. RLCE, similarly using the buggy function as input, failed to recognize the need to use the
cleanup action. ChatRepair struggle to identify this function due to the lack of error propagation
path analysis. Moreover, these approaches cannot select the appropriate handling action sets
because 𝑓 𝑟𝑒𝑒_𝑖𝑟𝑞 is not retrieved. In contrast, EH-Fixer, accessing this function along the error
propagation path in all five attempts, successfully retrieved 𝑓 𝑟𝑒𝑒_𝑖𝑟𝑞, leading to effective repairs in
every instance.

Result 2: The repair rate of EH-Fixer outperformed comparative approaches in fixing PEH
bugs, and 48.6% (36/74) PEH bugs fixed by EH-Fixer cannot be fixed by all comparative
approaches.
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Table 4. Ablation study.

Input Token Precision Repair Rate

EH-Fixer-wp 11,075 17.3%(77/445) 29.2%(26/89)
EH-Fixer-wr 6,217 20.2%(90/445) 33.7%(30/89)
EH-Fixer-wc 23,020 76.2%(339/445) 83.1%(74/89)
EH-Fixer-wv 13,906 49.7%(221/445) 55.1%(49/89)
EH-Fixer 15,011 72.1%(321/445) 83.1%(74/89)

4.3 Answer to RQ3: Ablation Study
The design of EH-Fixer includes 4 key components: analyzing error propagation paths, employing
a retrieval-augmented technique, collectively fixing functions with similar contexts, and filtering
patches using the Validate Agent. We evaluate the impact of these components on the performance
of the EH-Fixer through an ablation study.

4.3.1 Experiment Setup. We developed 4 variants for this study: EH-Fixer-wp, EH-Fixer-wr, EH-
Fixer-wc, and EH-Fixer-wv. We removed the error propagation path analysis from EH-Fixer to
form EH-Fixer-wp. EH-Fixer-wp directly inputs all functions that have data/control dependencies
with the input function to LLMs, and requires LLMs to fix the PEH bugs within; We removed
the retrieval-augmented technique to construct EH-Fixer-wr. EH-Fixer-wr removes “Contextual
Information” and “Example” from the prompt, and no longer actively returns information that
requires additional retrieval; EH-Fixer-wc removes function clustering during patch generation,
and analyze only one function at a time; Lastly, we remove the Validate Agent from EH-Fixer to
form EH-Fixer-wv. EH-Fixer-wv considers a patch as plausible if it compiles successfully.

We applied these variants to 89 historical PEH bugs discussed in Sec.4.1. We selected precision,
repair rate, and cost as evaluation metrics. The cost metric assesses whether EH-Fixer can reduce
unnecessary computational expenses, measured by the average number of tokens inputted into
LLMs.

4.3.2 Experiment Result. We present the experimental results in Table 4. Firstly, EH-Fixer-wp
managed to repair only 26 PEH bugs. As discussed in Finding 1, PEH bugs typically affect an
average of 16.7 functions. Attempting repairs through a single interaction without considering
the propagation path of errors complicates the repair process. This requires LLMs to process
longer inputs and address multiple functions concurrently, often leading to incomplete or incorrect
fixes, and resulting in a significant performance drop. Secondly, EH-Fixer-wr only fixes 30 PEH
bugs, with a precision of 20.2%. This is consistent with the conclusion of Sec. 2.4 that contextual
information is critical for selecting the appropriate action set. Thirdly, although EH-Fixer-wc has a
similar performance to EH-Fixer, it uses tokens amounting to 153.4% of those used by EH-Fixer
(23,020/15,011). This is due to the aggregation of functions with similar contexts, which substantially
reduces the duplication of information and consequently decreases input length. The results suggest
that clustering methods can effectively reduce the computational overhead associated with repairs
without compromising performance. Finally, EH-Fixer-wv, despite successfully addressing 49
PEH bugs, demonstrates a notable performance decline compared to the EH-Fixer. This version
frequently uses fabricated function/variable names and induces extraneous modifications, such as
altering variable names or inserting unrelated code snippets. This result indicates that successful
compilation does not necessarily guarantee the plausibility of patches for error-handling bugs.
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2

Fig. 8. Performance under different 𝑇𝐻𝑒 and 𝑇𝐻𝑝 .

1

Fig. 9. Performance under different 𝑇𝐻𝑑 .

Result 3: Analyzing error propagation paths, employing a retrieval-augmented technique,
and filtering patches are critical for the performance of EH-Fixer. Employing clustering
methods can significantly decrease computational overhead without degrading perfor-
mance.

4.4 Answer to RQ4: Impact of Parameters
EH-Fixer requires three parameters to be pre-defined, including 𝑇𝐻𝑒 and 𝑇𝐻𝑑 in Sec. 3.2.2, and
𝑇𝐻𝑝 in Sec. 3.3. 𝑇𝐻𝑒 affects the number of error-handling code snippets retrieved during patch
generation. 𝑇𝐻𝑑 influences both the number and size of clusters, impacting the collective repair
of functions. 𝑇𝐻𝑝 controls the quantity of candidate patches. All these parameters can impact
the performance of EH-Fixer. This section evaluates how variations in 𝑇𝐻𝑒 , 𝑇𝐻𝑑 , and 𝑇𝐻𝑝 affect
EH-Fixer.

4.4.1 Experiment Setup. We applied EH-Fixer to the 89 historical PEH bugs detailed in Sec. 4.1, and
evaluated its precision and repair rate with different parameter settings. Initially, we set 𝑇𝐻𝑒 , 𝑇𝐻𝑑 ,
and 𝑇𝐻𝑝 to 3, 0.4, and 5, respectively. We then fixed two parameters and adjusted the remaining
one. Specifically,𝑇𝐻𝑒 and𝑇𝐻𝑝 were varied from 1 to 10 in increments of 1, and𝑇𝐻𝑑 ranged from 0
to 1 in increments of 0.1.

4.4.2 Experiment Result. The results are depicted in Fig. 8 and Fig. 9. As 𝑇𝐻𝑒 increases, both the
precision and repair rate of EH-Fixer increase significantly. After 𝑇𝐻𝑒 reaches 3, the repair rate
remains stable, while the precision rate fluctuates slightly. This is because these error-handling code
snippets can help LLMs understand the usage of each available action. However, after 𝑇𝐻𝑒 exceeds
7, the precision and repair rates of EH-Fixer decrease. This is likely because error-handling code
snippets tend to be repetitive. Excessive code, while not contributing additional context, augments
the input size and may impair LLM performance. To minimize this overhead, we set 𝑇𝐻𝑒 to 3. As
𝑇𝐻𝑝 increases, the precision of EH-Fixer remains stable. This is because we simply run EH-Fixer
repeatedly. Variability in LLM outputs does not affect this consistency, as the Validation Agent
ensures stable precision. Conversely, the repair rate initially increases significantly as𝑇𝐻𝑝 rises and
then stabilizes once𝑇𝐻𝑝 reaches 5. This result indicates that multiple iterations are necessary to fix
some PEH bugs. Given that more outputs require developers to review more patches, we set𝑇𝐻𝑝 at
5 to optimize the balance between the repair rate and the volume of outputs. As the threshold 𝑇𝐻𝑑

increases, the precision and repair rate of the method remains stable. However, when 𝑇𝐻𝑑 exceeds
0.4, both precision and repair rate begin to decline significantly. This decline can be attributed to
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the impact of 𝑇𝐻𝑑 on clustering: a high threshold can result in excessively large clusters, which
diminish the performance of EH-Fixer.

Result 4: 𝑇𝐻𝑒 , 𝑇𝐻𝑑 and 𝑇𝐻𝑝 influence the performance of EH-Fixer. To balance the repair
rate against overhead, we set 𝑇𝐻𝑒 , 𝑇𝐻𝑑 , and 𝑇𝐻𝑝 to 3, 0.4, and 5, respectively.

5 Discussion
5.1 Generalizability
Both the survey and the experiments utilized PEH bugs from the Linux Kernel and high-star repos-
itories on GitHub. Due to the significantly larger codebase of the Linux Kernel, a notable portion of
the data was sourced from it, accounting for 28.8% (44/153) and 49.4% (44/89), respectively. The
high proportion of data derived from the Linux Kernel could potentially affect the generalizability
of our study and method.
Regarding the generalizability of the study, we present the data for both the Linux Kernel and

other applications separately in link [3]. While there are minor differences—such as PEH bugs in
the Linux Kernel affecting an average of 21.3 functions, compared to 14.8 in other applications—the
characteristics of these PEH bugs are similar across both sets. These differences do not impact the
conclusions of the study or the design of our method.

As for the generalizability of our method, as detailed in Sec. 4.1, EH-Fixer achieved similar repair
rates (81.8% for the Linux Kernel and 84.4% for other applications) and precision rates (68.6% for the
Linux Kernel and 75.6% for other applications). The slight decrease in performance on the Linux
Kernel is primarily due to the higher number of functions affected by PEH bugs, which makes them
more challenging to repair.

5.2 Static Analysis
To trace the relevant context and repair PEH bugs, EH-Fixer conducts program analysis on the AST
to construct data/control-flow dependencies. This design allows EH-Fixer to analyze code without
the need to compile the target project, and thereby can be applied to more projects automatically.
This approach may generate more erroneous results compared to tools requiring compilation, such
as LLVM. This is a trade-off between precision and scalability. According to the results of our
experiments in Sec. 4.1, the number of mistakes caused by program analysis is comparatively low
(4 buggy functions in 3 PEH bugs not been fixed). At present, EH-Fixer is implemented exclusively
for C/C++. EH-Fixer employs tree-sitter [8] to obtain the AST of the code. Since tree-sitter supports
more than 20 programming languages, EH-Fixer can be easily adapted to other programming
languages with minimal code modifications.

5.3 Error Propagation Path Analysis
According to Finding 2, errors are mainly propagated through function return values, pointer
parameters, and global variables. However, EH-Fixer excludes global variables when constructing
error propagation paths. This is because such cases are uncommon, accounting for only 2.8% of
the cases in the study (Sec. 2.3) and only causing one failed repair in our experiments (Sec. 4.1).
Static analysis struggles to accurately trace the propagation paths of global variables. Incorporating
global variables could marginally enhance the repair rate, yet it would substantially compromise
the precision. Therefore, we trade off repair rate for precision, and do not consider global variables.
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5.4 Patch Validation
Program repair typically depends on test cases to assess the plausibility of generated patches. How-
ever, the error-handling code snippet often features complex triggering conditions. For instance,
certain memory-related error handling requires a specific runtime environment. This complexity
results in a scarcity of test cases for these snippets, complicating the evaluation of patch plausibility
for error-handling bugs. We utilize developer-implemented error-handling code snippets as the
ground truth to understand the characteristics of incorrect patches generated by LLMs. These
characteristics serve as an oracle to develop the Validation Agent, which assesses the patch plausi-
bility. The experiments detailed in Sec. 4.3 demonstrate the efficacy of the Validate Agent in aiding
EH-Fixer to rectify error-handling bugs.

5.5 Language Limitation
EH-Fixer consists of two main components: static analysis and LLM interaction. The static analysis
is implemented using tree-sitter, which supports multiple programming languages, and the LLM
can be applied to other languages as well. Although EH-Fixer is currently designed for C/C++, it
can be extended to other languages with minimal modifications. Specifically, when extending to
different languages, the static analysis code needs to be adjusted to track data/control dependencies
according to the variations in AST structures.

6 Related Work
6.1 Error-Handling Bug Management
Research related to error-handling bugs has mainly focused on detection, existing methods for
detecting error-handling bugs can be broadly divided into two categories: those based on manually
constructed templates or error specifications, and those driven by learning-based approaches. In the
first category, these methods typically begin with an analysis from a specific perspective, identify
common patterns, and design corresponding templates [54, 64, 65, 68]. For instance, Tian and
Ray [55], Jana et al.[18], and Li et al.[30] classified error-handling bugs and designed templates
accordingly. Pakki et al.[48] studied cases where errors are handled too severely, while Wu et al.[62]
examined disordered handling. These approaches often require substantial domain knowledge and
struggle to adapt to software evolution. On the other hand, learning-based approaches typically
leverage existing error-handling code snippets to derive templates or error specifications. Several
studies [1, 12, 30, 32, 61, 70, 71] have explored the differences between normal paths and error paths,
using features like the length of paths and return expressions. Liu et al.[31] focused on learning
Error-Fault-Failure patterns from error-handling code snippets and performed inter-procedural
detection. Jia et al.[21] investigated the equivalence of check conditions, while Shen et al. [53]
concentrated on specific functions and pointers. These efforts are effective in detecting error-
handling bugs, but do not focus on how to fix them. This makes them only able to detect partial
functions in PEH bugs, and results in PEH bugs usually requiring several versions to be gradually
discovered and fixed. Only a few existing approaches further implements the repair, and they mainly
rely on manually defined templates. For example, ErrDoc [55] categorizes the error-handling bugs
and constructs templates individually, and achieves the repair by copying the nearby error-handling
actions. However, these approaches mainly focus on a single function, ignoring error propagation,
and thus making it difficult to address PEH bugs.
Exception-handling mechanisms like try-catch, which are built-in features in programming

languages such as Java and Python, have been extensively studied [6]. Existing approaches focus on
this problem from two perspectives: whether a correct exception is thrown, and whether the thrown
exceptions are properly handled. Some existing approaches [7, 9, 20, 46, 70] study whether a correct
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exception is thrown, they usually studied the inconsistency of the error with the thrown exception.
Some existing approaches [5, 15, 29, 42, 45, 57, 58] study whether the thrown exception is properly
handled throw a data-flow analysis. These works focus on exception-handling mechanisms like
try-catch statements, while EH-Fixer fix bugs for error handling of variable constrain violation,
which is widely used in languages like C/C++.

6.2 Automatic Program Repair
Automated Program Repair (APR) is a key area in software engineering that has been the subject of
numerous studies [55]. Arcuri and Yao [4] originally proposed a basic framework for the co-evolution
of test cases and programs. Subsequent APR approaches like GenProg [59] have employed test
cases and heuristic/constraint to guide and select program variants for repair [13, 26–28, 36, 44, 60].
In the area of template-based methods [14, 17, 33, 43], TBar [34] stands out by integrating templates
from various sources to implement fixes. LSRepair [35], on the other hand, dynamically sources
repair components from the code repositories to address bugs.

Recent advancements in machine learning [38–41] have led to an increase in studies using deep
learning for program repair. This includes efforts to train repair models that transform the repair
process into a sequence-to-sequence (seq2seq) task [23, 37, 66, 67], as demonstrated by DeepFix [16]
and SequenceR [11]. The rise of large models has further enhanced these capabilities [22], with
some research directing LLMs to perform repairs by incorporating test results [63], or by using
retrieval-augmented techniques to provide more contextual information to LLMs [10]. Most related
research focuses on generic bug fixes, relying primarily on test cases, and is not readily applicable
to PEH bug repairs. EH-Fixer analyzes the characteristics of PEH bugs, directs LLMs to trace error
propagation, and selects suitable action sets for handling, thereby enhancing its effectiveness in
repairing PEH bugs.

7 Conclusion
This paper explores APR for PEH bugs. We studied 96 PEH bugs in the Linux Kernel and 10
applications, and summarized characteristics of error propagation and error-handling action. Based
on these studies, we propose EH-Fixer, an APR approach powered by LLMs. EH-Fixer works
by analyzing error propagation paths, and generating patches through a retrieval-augmented
technique. We applied EH-Fixer to the Linux Kernel and 9 applications. EH-Fixer fixed 9 new PEH
bugs, 2 of which have been confirmed by developers, and the remainder currently under review.
Meanwhile, EH-Fixer demonstrated a repair rate of 83.1% (74 /89), significantly outperforming
comparable approaches by fixing 48.6% (36/74) more PEH bugs. These results confirm EH-Fixer as
a SOTA approach for repairing PEH bugs.

8 Data Availability
The source code and dataset can be found in the repository:

https://github.com/EH-Fixer/EH-Fixer
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