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Abstract—Runtime misconfiguration can lead to software per-
formance degradation and even cause failure. It is usually caused
by invalid parameter values set by users. Developers typically
perform sanity checks during the configuration parsing stage to
prevent invalid parameter values. However, we discovered that
even valid values that pass these checks can also lead to unex-
pected severe consequences. Our study reveals the underlying rea-
son: the value of runtime configuration parameters may interact
with other constants and variables when propagated and used,
altering its original effect on software behavior. Consequently,
parameter values may no longer be valid when encountering
complex runtime environments and workloads. Therefore, it is
extremely challenging for users to properly configure the software
before it starts running.

This paper presents the first comprehensive and in-depth study
(to the best of our knowledge) on how configuration affects
software at runtime through the interaction with constants,
and variables (PCV Interaction). Parameter values represent
user intentions, constants embody developer knowledge, and
variables are typically defined by the runtime environment and
workload. This interaction essentially illustrates how different
roles jointly determine software behavior. In this regard, we
studied 705 configuration parameters from 10 large-scale soft-
ware systems. We reveal that a large portion of configuration
parameters interact with constants/variables after parsing. We
analyzed the interaction patterns and their effects on software
runtime behavior. Furthermore, we highlighted the risks of
PCYV interaction and identified potential issues behind specific
interaction patterns. Our findings expose the 'double edge'
of PCV interaction, providing new insights and motivating the
development of new automated techniques to help users configure
software appropriately and assist developers in designing better
configurations.

Index Terms—Software Configuration, Empirical Study, Soft-
ware Performance, Software Reliability

I. INTRODUCTION

Runtime configuration is used at deployment time to port a
software system to accommodate different environments and
workloads without re-compiling the software [1], [2]. Despite
the convenience, configuration issues have also become one
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HBASE-24544: Recommend upping zk jute.maxbuffer in all but minor installs

Configuration parameter: (default value)

Scenario: For recoyery, there are hundreds of WALs to be read.
‘\ Sanity Check (parsing Stage)
protected void initProperties() thr‘dy:s IOException {
try { “'\
= clientConfig.getInt(ZKConfig.JUTE_MAXBUFFER, ..);
} catch (Exception e) {
LOG.error(“.. can not be parsed tq int”);
throw new IOException(); \
}
}
void readLength() throws IOException {
int len = incomingBuffer.getInt(); <~
if (len < @ || len > )

Interaction (usage stage)

java.io.JOException:
} Packet is out of range!

incomingBuffer = ByteBuffer.allocate(len);

}

Consequences: power outage and service crashes down.

Fig. 1: An example of a valid parameter value causes software
crash during interaction.

of the major problems of large-scale software systems [3]-
[5]. For instance, in October 2021, An internal configuration
error caused Facebook, Instagram, and WhatsApp to go offline
across the globe, affecting nearly 200 million daily users [6].

Many works [3], [4], [7], [8] find that misconfiguration
can be the culprit, and developers constantly add sanity
checkers to check basic syntax constraints (e.g., not-NULL,
value type) [1]. However, these checks usually only work
during configuration parameter parsing, which is the very early
stage of the configuration usage lifecycle. After parsing, the
configuration parameter will interact with the program
in various ways to achieve different goals (e.g., allocating
resources and adapting the environment).

While the complex interaction is a black box to the users,
making users hard to accurately predict the effect of con-
figuration, thereby introducing configuration-related issues. In
fact, many cases [9]-[14] have shown that syntactically or
even semantically valid parameter values can lead to serious
consequences.



Figure 1 shows an example [10] from HBASE that a valid
parameter value may cause a software crash due to interac-
tion with program workload. The parameter jute.maxbuffer
restricts the size of data in a single znode. In this case, a
user sets it with the default value of 1MB (which is the best
out-of-box value). However, when a regionServer manages
hundreds or even thousands of regions, the data volume from
backed-up Write-Ahead Logs (WALs) during recovery can
reach hundreds or even thousands. The 1MB buffer cannot
handle such a huge workload, causing cluster crashes. After
inspecting the source code, this parameter value interacts with
the variable "len" (representing the workload). If the variable’s
value exceeds the configured threshold, a runtime exception
will be thrown. The reporter suggested resolving the problem
by increasing the default value of this parameter. However,
such an approach cannot solve the problem completely as the
software will face an even larger workload.

Considerable effort has been made to address configuration
issues [2], [4], [15]-[18]. However, Existing work mainly
focuses on detecting invalid configuration values or flawed
configuration parsing code. They lack a comprehensive and
deep understanding of how configuration affects software
behavior, especially in terms of the interaction between config-
uration parameters and other program constants or variables.
Configuration parameter values represent user intention, while
constants incorporate developer knowledge and variable values
are usually determined by runtime environment/workload.
Understanding such interactions can help developers learn
good practices and realize potential risks that configuration
may cause. Additionally, it can help users set parameter values
with greater precision (beyond simply "valid") by elucidating
the impact of these parameters on performance and reliability.

In this paper, we conduct the first comprehensive analysis
(to the best of our knowledge) of the interaction of parameter
& constant & variable (PCV Interaction) at the source code
level to understand how configuration affects software at
runtime. We organize the study by answering four research
questions:

e RQ1: Are PCV interactions common in software?

e RQ2: What are the types and patterns of PCV interac-
tions?

« RQ3: How do PCV interactions take effects on software?

« RQ4: What are the potential problems behind PCV
interactions?

To achieve this, we study 705 configuration parameters
from 10 extensively used, large-scale software systems, tracing
parameter parsing, propagation, and usage in the source code
and manually analyzing the results. We find that a large portion
of configuration parameters (66.4%) will interact with other
constants/variables during propagation and usage, and the
interactions can have a great impact on software performance
and reliability. We conclude seven types of interaction patterns
(§III). These interactions can affect software behaviors in
four main aspects: misconfiguration prevention, environment
adaption, workload adaption, and fault tolerance (§IV). We

further analyze and identify potential problems behind four

main interaction patterns, providing future research directions

with actionable suggestions for each identified issue (§V).
Overall, this paper makes the following contributions:

o« New perspective of how configuration affects soft-
ware at runtime. We study how configuration affects
software at runtime from the view of PCV interaction,
which introduces three different roles: user intention, de-
veloper knowledge, and runtime environment/workloads.
We comprehensively analyze the patterns, effects, and
potential problems of PCV interaction.

« Findings and insights. We present novel findings and
insights derived from our study. Our findings and insights
reveal the "double-edge" of PCV interactions, which can
help developers and users to better design and use con-
figuration. Also, we point out several research directions
for future configuration automated tools.

« Dataset. We release our dataset in this paper for future
research in this area. Our dataset can be used for extensive
study and tool assessment. The dataset is available at:
https://github.com/PCVAnonymous/PCV Study

II. STUDY METHODOLOGY

To study the interaction between constants and variables
in configurations and programs. We aim at source code level
study, which is the most fine-grained way to reveal the interac-
tion relationship. We start with configuration parameters and
then find their related code snippet and background knowledge
(commits and issues).

A. Selecting Software and Configuration Parameters

a) Target software: To ensure the representation of our
study results, we choose 10 software systems from different
domains, including database, file system, data processing, and
web server, as shown in Table I. We selected these software
systems because they 1) are mature, widely-used software sys-
tems in different fields, 2) have a large number of configuration
parameters with detailed user manuals and documentation,
and 3) are actively developed with well-organized GitHub
repositories and bug databases.

b) Configuration parameters: Manually studying and
analyzing all parameters is impractical. We first collect pa-
rameters in the default configuration file as they are visible to
all users (some parameters are hidden in source code and only
used by experts or developers) and get 3523 parameters. Sub-
sequently, we randomly sample 20% of them and finally study
705 parameters across all software systems. The distribution
is shown in Table I.

B. Taint Analysis of Configuration Parameters

In order to find the PCV code snippets, we need to trace the
propagation and utilization of configuration parameters within
the source code. We leverage two open-source taint analysis
tools for: Conftainter [19] for C and C++ software and CFlow
[20] for Java software.



TABLE I: Software selected in our study

SOFTWARE  DESC. LANG. #P #Ps
Httpd ‘Web server C 557 111
PostgreSQL  Database C 251 50
Nginx Proxy server C 480 96
MySQL Database C++ 390 78
HBase Database Java 174 35
Hive Database Java 484 97
HDFS File system Java 463 93
Yarn Resource manager  Java 450 90
MapReduce  Data processing Java 168 34
ZooKeeper Config manager Java 154 21
Total - - 3523 705

Typically, the lifecycles of parameters in source code in-
clude three main stages, i.e., parsing, propagation, and usage.
After setting parameters in command lines or parameter files,
the values will be parsed and stored in config variables. If
users do not set the value, the default value will be used in the
program. The parameter value will be propagated along data-
flow using the Use-Define Chain, arithmetic operations (intra-
procedural), or referenced by a function (inter-procedural).
Previous work predominantly concentrated on the propagation
of configurations within the software itself (including Conf-
tainter and Cflow). After the parameter propagates through a
series of stages, it will ultimately be utilized in a conditional
branch or be referenced by an external function (e.g., syscall
and STL function), and then we will stop tracing.

C. Analyzing Interaction Cases. (RQ1)

The interaction of variables in a program is natural. The
criterion of PCV interaction is whether the configuration
value will be affected by other program constants or
variables before it is finally used and takes effect. In
this paper, we determine whether a PCV interaction exists
by checking whether the configuration parameter engages in
arithmetic or logical operations with constants or variables
during its propagation and usage.

We collect the statement where this interaction occurs.
If a configuration parameter undergoes multiple interactions
during propagation, we will collect all statements where such
interactions occur. For a configuration parameter that doesn’t
undergo any interactions, we consider it as direct usage.
Finally, we collected 851 cases (including both interactions
and direct usages) for 705 parameters. We manually study
each case. We use git-blame to find out the commit that
introduces the code and study corresponding issues on JIRA
[21] or GitHub [22]. We analyze the issue description, and
developers’ discussion along with source code to understand
the background and knowledge behind the interaction.

We find only about one-third (237 / 705 = 33.6%) of
parameters can independently affect software behavior without
conducting PCV interactions.

Finding 1: Only one-third (33.6%, 237 / 705)
of parameters can independently affect software
behavior by propagating and using its value
faithfully. The rest of the parameters will interact
with constants or variables.

ITII. PCV INTERACTION PATTERN (RQ2)

To better understand the interaction relationships of PCYV,
we analyze the code snippets of PCV interactions. There are
four main interaction types: 1) Parameters work independently
(P), 2) Parameters interact with Constants (P&C), 3) Pa-
rameters interact with Variables (P&V) and 4) Parameters
interact with Constants and Variables (P&C&V’). We further
subdivide them and get seven interaction patterns as shown in
Table II. We collect 851 data points from the sample of 705
parameters, the statistical results are shown in Table III.

TABLE II: The patterns of PCV Interaction

TYPE PATTERN DOMINANT RELATION ABBR.
P o=p P is self-dominant P
P&C P = f(p,c)?p:¢ P is constrained by C C—P

o=g(p,c) P, C take equivalent place P-C
P = f(p,v)?p:¢ P is constrained by V V- P
P&V V = f(p,v)?v:¢ P restrains V PV
o = g(p,v) P, V take equivalent place P-V
o =g(p,c,v) P, V, C take equivalent place =~ P-V-C
PRC&Y peCA P&V Mixed /

i f() is a comparison function and g() is an arithmetic function.
* ¢ € {p,c,v,9(p, c), g(p, v), ThrowException}

A. Parameter works independently (P)

If a configuration parameter, during the process from being
parsed to the usage phase, does not interact with other vari-
ables or constants, we consider the configuration parameter
is independently affecting software behavior. Note that if
multiple parameters interact with each other (also known as
parameter dependency [23]), the interacted parameters belong
to this type because they all represent user-set configuration.
Figures 2a illustrate an example of configuration parameters
independently affecting software behavior. Before being called
by external functions (defaultPool()), opThreads do not inter-
act with any variables or constants.

B. Parameter interacts with Constant (P&C)

a) Parameter is constrained by Constant (C—P): In this
scenario, constants serve to constrain the range of parameters.
If the user-defined parameter values fall outside this range, the
program will handle this situation.

b) Parameter and Constant take equal place (P—C):
In this scenario, parameters and constants collaboratively
determine (denoted as "—") the value of another variable or the
execution path of the branch through numerical computations,
devoid of any constraints between them. Taking Figure 2c as
an example, In other words, the parameter (srv_page_size) and
the constant (/IO_SIZE) jointly determine the size of I/O space
(min_io_size) with equivalent status.



/* HBase/RpcServer.java */ /* Httpd/mod_md_config.c */ /* MySQL-server/ddleoctx.cc */
int ireads = conf.getInt(..); if ( < 0) { constexpr size_t I0_BLOCK_SIZE = 4 * 1024;
ThreadPoolExecutor pool = return "invalid argument, must be a number > 0"; min_io_size = (si / 2) + I0_BLOCK_SIZE;
ProcedureMember.defaultPool(.., opTt S }
(a) P (b) C—=P (c) P-C

/* Hive/PartitionMar tTask.java */

/* HDFS/CacheManager.java */

final ExecutorService executorService =
Executors.newFixedThreadPool(
Math.min(candidates.size(),

)se)s

if (numListed++ >= stCachePo o ) {

return new BatchedListEntries<CachePoolEntry>(..);

}

(d) V=P

(e) PoV

/* HDFS/FSImageFormatProtobuf.java */

/* Nginx/ngx_http_core_module.c */

if ( && (stageSubSections.size()> @))| | if(r->headers_in.safari&&(clcf->| al
inodelLoader.loadINodeSectionInParallel(..); & NGX_HTTP_KEEPALIVE DISAB SAFARI)) {
else
inodeLoader.loadNodeSection(..); }
(H) P-V (g) P-C-V

Fig. 2: Examples of PCV interaction patterns. Parameters, variables, and constants are marked in orange, green, and blue

respectively, and the interactions code are highlighted in gray.

TABLE III: Data distribution of seven interaction patterns

SOFTWARE P C—P P-C V=P PV P-V P-C-V ToTAL
HBase 10 12 0 4 15 4 0 45
HDFS 28 30 1 9 32 18 0 118
Hive 37 22 0 15 25 15 1 115
Httpd 37 32 4 0 25 26 1 125
MapReduce 12 9 0 5 16 5 0 47
MySQL 16 18 9 18 27 9 3 100
Nginx 37 12 10 6 26 11 6 108
Postgres 15 17 3 2 16 8 0 61
Yarn 38 23 0 5 30 8 0 104
Zookeeper 5 9 0 2 10 1 1 28
Total 235 184 27 66 222 105 12 851

C. Parameters interacts with Variables (P&V)

a) Parameter is constrained by Variable(V—P): In this
scenario, the parameter value will be compared with the
variable value. Using Figure 2d as an illustration. If the pa-
rameter threadPoolSize exceeds the value of candidates.size(),
the variable will overwrite the parameter value and determine
the size of the thread pool.

b) Parameter restrains Variable (P—YV): Parameters
serve as thresholds at conditional branches, constraining the
values of variables. Figure 2e illustrates an example from
HDFS. The parameter maxListCachePoolsResponses controls
the number of cache pools that the NameNode will send over
the wire in response to a RPC, i.e., numListed.

c) Parameter and Variable take equal place (P—V):
Variables and parameters can also engage in interactions
similar to P—C, where they take equal place. In Figure 2f, the
program runs the parallel function in L4 only if the parameter
and variable values are true.

D. Parameter interacts with Constant & Variable (P&C&V)

a) Parameter, Constant and Variable take equal
place (P-C-V): Parameters, constants, and variables may
appear in the same statement for arithmetic or log-
ical operations. For instance, in Figure 2g, the pa-
rameter keepalive_disable, variables safari, and constant

NGX_HTTP_KEEPALIVE_DISABLE_SAFARI collectively de-
termine the execution path of the branch.

b) The combination of P&C and P&V: During the
propagation, parameters may interact initially with either a
constant or a variable, and subsequently with the other. In
these scenarios, we will split the interaction into two cases,
i.e., P&C and P&V. We will then separately investigate the
interaction effects and problems of them. Here is an example
in HDFS:

/+ HDFS/RpcHandler.java */
if ((nodelLoad > maxLoad) && (maxLoad > 0)) {

return true;

}

G w N e

The configuration parameter maxLoad interacts with both
the constant 0 and the variable nodelLoad in the same
assignment. We will split this assignment into two cases.

IV. THE EFFECT OF PCV INTERACTION ON SOFTWARE AT
RUNTIME (RQ3)

As PCV interactions are inevitable in software running, it is
important to understand how they take effects on software at
runtime. To answer this question, we first investigate the over-
all impact of PCV interactions, mainly from the perspective
of affecting software performance and reliability (§IV-A). To
achieve performance and reliability purposes, we analyze how
developers manipulate PCV interactions to control software
behavior at runtime (§IV-B).

A. Overall Impact

We analyze the overall impact of PCV interaction on
software from the perspective of performance and reliability,
which are extremely important when providing long-term
services. In this section, we study the positive sites. The
potential problem will be discussed in Section V. We find that
38.5% (237/616) of the PCV interaction will affect software
performance and 41.7% (257/616) will affect reliability. While
the others are usually used for functionality. For different
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Fig. 3: PCV interaction: Patterns, Effects, and Problems (the colors represent the proportion).

interaction patterns, the impact degree is divided by three
colors according to the percentage (Figure 3).

First, PCV interaction can be used to improve software
performance. The following code snippet shows an example:

/* MySQL/ddl0ctx.cc =/

size_t Context::merge_io_buffer_size(...) noexcept {

return std::max(std::max((ulong)srv_page_size,
’

1
2
3
4
5 (ulong) IO_BLOCK_SIZE) (ulong)io_size);
6

}

The variable io_size records the size of the 10 buffer during the
file loading phase in MySQL, and /O_BLOCK_SIZE (4096) is
a constant value. If the user-configured value for srv_page_size
is too small, it may result in misalignment with the IO block
and the inability to promptly process loaded files. To ensure
software performance, the final size of the 10 buffer will be
determined by selecting the maximum value among the three.
PCV interaction can also improve software reliability. We
show an example in HDFS:
1 /% HDFS/DiskBalancer.java =/

2 if (item.getErrorCount () <= getMaxError (item))
3 item.setErrMsg ("Error count exceeded.");

The configuration parameter maxDiskErrors controls the max-
imum errors allowed by the HDFS balancer when moving
data blocks between two disks. At the branching point, the
parameter interacts with getErrorCount() to control the error
count and promptly enable the replication disk, ensuring the
software reliability.

Finding 2: PCV interactions can have a great
impact on software performance (38.5%) and
reliability (41.7%). Others are usually the imple-
mentation of logical functionalities.

B. Controlling Software Behaviors

In practice, the way that PCV interaction affects perfor-
mance and reliability is by controlling software behavior at
runtime. We conclude four main aspects which are misconfig-
uration prevention, environment adaption, workload adaption,
and fault tolerance. As shown in Figure 3, different interaction
patterns can influence software behavior in multiple detailed
ways.

1) Misconfiguration Prevention: Misconfiguration con-
sists of two parts: one involves invalid parameter values that
do not meet the program’s hard-coded constraints [4], and
the other comprises specious parameter [24] that might lead
to poor performance and reliability issues in the software.
Figure 2b gives an example of using C—P to prevent miscon-
figuration. If retry_failover is smaller than 0, then the method
will return, preventing the invalid value from propagating and
using.

We find that the most of P&C interaction cases (81.5%,
172/211) fall into this category. In these cases, the constants
incorporate developer knowledge as they are pre-defined in the
coding process. Developers understand the functional logic of
software and the design of configuration better than users, so
they are more likely to prevent misconfiguration by leveraging
proper constants as checkers.

Finding 3: P&C interactions are primarily
(81.5%, 172/211) used for misconfiguration pre-
vention. A good constant used as a checker should
incorporate developer knowledge.

2) Environment Adaption: Parameters adapt to the en-
vironment by interacting with pre-defined constants set by
developers, primarily focusing on resource matching to the
hardware environment.

Mismatching may arise between parameters and the phys-
ical hardware, such as misalignment of I/O blocks or con-
servative settings of I/O throughput [25]. To address such
issues, developers proactively define constants to interact with
parameters. In Figure 2c, developers discovered that using
half the value of parameters as the buffer size may lead to
misaligned I/0 blocks, resulting in performance degradation
[26]. During maintenance, developers augmented the original
buffer size with a constant, /O_BLOCK SIZE, to ensure a
proper I/O block alignment.

3) Workload Adaption: The workload at runtime is con-
stantly changing. However, parameter values will remain static
if they are not updated after parsing. In this situation, devel-
opers make parameters adapt to the workload by interacting
with workload-related variables. This primarily involves three
modes: variables replace parameters that are unsuitable for the



workload (V—P), parameters and variables jointly determine
the value that software uses at runtime (P-V), and parameters
serve as thresholds to limit the value of variables (P—V).
Take Figure 2d as an example, parameter threadPoolSize
controls the number of threads in partition management of
Hive. If the parameter value exceeds the number of candidate
tables, the size of threadpool will be determined by the value of
candidates.size(). This approach can save a certain amount of
resources, enhancing the overall performance of the software.
We find a large portion of P&V interactions (66.2%
(260/393)) fall into this category. The reason is that variables
often record workload information. By interacting with these
workload-related variables, configuration values can be modi-
fied to adapt to runtime workload. Specifically, we find 76.2%
(198/260) of them are to prevent excessive resource utilization.
One situation is that when resources are limited, the resources
beyond the limitation will restricted. Another situation is that
when a task does not require too many resources, the P&V
interaction will ensure that resource allocation will not be
wasted. The former ensures the reliability of the software,
while the latter prevents resource-induced performance issues.

~

Finding 4: 66.2% (260/393) of P&V interactions
are used for workload adaption. Among them,
79.2% (198/260) are to prevent excessive resource
utilization, which have important effects on both
software performance and reliability.

4) Fault Tolerance: When an internal error occurs, soft-
ware typically waits for a certain period and then initiates a
retry to maintain the availability of service. The timeout and
retry number are usually determined by parameters, which are
compared in conditional branches with variables representing
the current retry count, constraining the software’s retry at-
tempts. Here, we show a code example:

1 /* Yarn/FederationActionRetry.java =/

2 1if (++retry > retryCount) {

3 LOG.info ("Maxed out Federation retries. Giving up!");
4 throw e;

5}

V. POTENTIAL PROBLEMS OF PCV INTERACTIONS (RQ4)

A double-edged sword cuts both ways. Despite the positive
effects of PCV Interactions discussed in § IV, we also notice
that there may be some hidden issues behind those interac-
tions. To answer RQ3, we manually analyze the source code,
the commits (using git-blame), and issues introducing the
code. We identify the risk during the process of configuration
interactions (§ V-A), as well as potential problems behind
specific interaction patterns (§ V-B).

A. The "Risk" under PCV Interactions

PCV interaction has the following three main issues: first,
the configuration changes its own original effect during the
interaction, which may lead to the violation of the user’s
intention and severe consequences (e.g., software crash). At
the same time, there is a lack of logs to explicitly provide

feedback to the user on key information of the interactions,
which makes it difficult for users to make good adjustments
to the configuration issue. Finally, we find that the software
(especially Java programs) does not provide a comprehensive
on-the-fly update mechanism for configuration parameters that
have interactions. Thus, configuration issues in long-term ser-
vices cannot be repaired at runtime, which seriously damages
software reliability and availability.

1) Prone to bad consequences: PCV interactions can
cause bad consequences. For example in HBASE-19660 [12],
when blocking store file number (V) exceeds the value of
hbase.hstore.blockingStoreFiles (P), all wr i te will be stopped
for more than one minute, and this can happen a few times
back-to-back.

The risks mainly exist in two ways: On the one hand, users’
configured values may be overwritten (even when the value is
valid), thereby violating the user’s intent and producing unex-
pected results. On the other hand, if parameters fail to meet
specific constraints when interacting, the interaction condition
may be broken and could lead to performance degradation
and runtime error. Figure 1 in the introduction gives a real-
world example. Even if the parameter value is set appropriately
when the service starts, the interaction relationship may be
reversed as the workload increases. In all these situations, the
interactions will damage the software services at runtime.

- N

Finding 5: More than half (56.5%, 349/616) of
the interactions have the potential to cause bad
consequences. This including runtime error (13.7%),
performance degradation (53.3%) and unexpected
results (33.0%).

Research Direction: Developers and users should all be
careful of PCV interactions. For developers, adequate testing
for configuration interaction code should be considered. Exist-
ing fuzzing frameworks can generate configuration values as
seeds to achieve higher code coverage [27]. However, as PCV
interactions have multiple patterns, using a simple strategy to
inject configuration values cannot cover all patterns of PCV
code. Future work should investigate seed mutation strategies
for configuration codes and cover as many PCV codes as
possible.

2) Lack of log information: Informative log can assist
users in understanding and adjusting configuration [28], [29].
Therefore, we study whether the interaction information, espe-
cially the runtime environment/workload information will be
informed to the user.

We find that, unlike error logging, logs that are related
to PCV interactions are seriously inadequate. Only a small
portion (<25%) of interactions are conveyed to users through
logs. Moreover, in those cases where logs are available,
about a third (31.9%) of them are checking invalid parameter
values. There is rare information provided to users regarding
workload-related variables. Here, we show an example of a
good log:

1 /* HBase/SplitTableRegionProcedure. java */



2 LOG.info ("pid=" + getProcId() + " splitting " + nbFiles
+ " storefiles, region=" + getParentRegion() .
getShortNameTolLog () + ", threads=" + maxThreads );

The log message explicitly points out maxThreads (P), nbFiles
(V), and their semantic relationship. This can help users
configure software better.

Finding 6: Existing logs are lack of comprehensive
interaction details (or even missing) to assist users
in configuration adjustments. Only a small number
of cases (15.3%) explicitly inform users about the
interaction information.

Research Direction: The same as error logging, developers
should provide detailed log information about PCV interac-
tions. Future work should automatically extract the interaction
using program analysis. Based on the code patterns (§ III-D)
and the corresponding effects (§ IV) of the interaction code,
the developers should provide detailed log information to users
for configuration assistance and problem diagnosis.

3) Lack of on-the-fly update support: Restarting a software
system that has been in service for a long time can result
in significant overhead and unavoidable damage. Given the
potential issues arising from PCV interactions (§ V-Al), we
investigate whether users can mitigate and address these prob-
lems without service restart. The most effective and common
approach is on-the-fly configuration update.

We find that many parameters in C/C++ software (325/335)
can be updated at runtime, corroborating the results in previous
work [2]. Surprisingly, the number is much lower in Java
programs. Only 3.0% (7/240) of parameters support on-the-fly
update. In this case, it is rather difficult for users to resolve
configuration issues timely and with minimal cost.

Finding 7: The Java software does not provide
sufficient support for on-the-fly update of inter-
acted parameter. Few of Java software parameters
(7/240) support updates at runtime.

Research Direction: Developers need to provide sophisti-
cated on-the-fly update mechanism (especially for Java pro-
grams). This is to ensure configuration issues caused by
interaction at runtime can be resolved without a service restart.
The difficulty here may lie in how to ensure that the updated
values are propagated and used correctly and are not affected
by historical status.

B. The "Crisis" Behind Specific Interactions

The main purpose for developers to introduce PCV interac-
tions is to help the software adapt to different environments
and workloads. However, facing real complex and changing
environments/workloads at runtime, developers sometimes can
not guarantee the stable execution of every type of interac-
tion, and thus introduce configuration issues. In this section
we discuss the "crisis" we found behind several interaction
patterns, which are: Unexplained constant used in C—P, Partial

adaption to workload in V—P, Inappropriate threshold in P—V
and Missing optimization opportunities in P-V.

1) Unexplained constant used in C—P: As discussed in
§ IV, C—P interactions are usually used for misconfiguration
prevention. In this situation, developers may conditionally
overwrite the parameter value with a pre-defined constant.
However, we find that those constants are not carefully se-
lected and checked. 56.7%, 34/60 of the constants used for
parameter overwriting are not the default value (which is,
theoretically the best out-of-box value for parameter). The
code snippet shows an example:

/* MySQL/srvOsrv.cc =/
2 static MYSQL_SYSVAR_ULONG (. .

300, ...)

., srv_purge_batch_size,

const uint temp_batch_size = 20 ;

srv_purge_batch_size <= temp_batch_size ?

3
4
5 n_pages_purged = trx_purge (1,
6
7 srv_purge_batch_size :

temp_batch_size, true);

In this case, the default value of srv_purge_batch_size is 300.
However, any values greater than a "magic number” 20 will
be changed to 20. Quoted from developer’s comment: “a
large batch size can cause a significant delay in shutdown,
so reducing the batch size to magic number 20, which we
hope will be sufficient to remove all the undo records .” [30]

We also find two cases in which parameters are mandatory
overwritten by constant without conditional checking. In such
cases, the parameter is a "fake" configuration. For exam-
ple in srvOsrv.cc in MySQL, developers observed that user-
configured values of lock_wait_timeout are usually set too low.
So they enforced the configuration value to one year without
informing users about the change [31]. This one-year timeout
could lead to prolonged blocking of transactions waiting for
lock resources, requiring users to employ additional deadlock
detection. Ideally, the default value is the best constant to face
most scenarios. Such inconsistency could confuse users and
may violate user intention.

Finding 8: The constants used for parameter
overwritten in C—P are not carefully selected and
checked. Among the constants used for parameter
overwritten, many (31/56 = 55.4%) of them differ
from the parameter’s default value. There are also a
few "fake configurations" that the parameter will be
mandatory overwritten without checking conditions.

\. J

Research Direction: Developers should be careful of using
constants for parameter default value and runtime overwritten.
A systematic measurement approach and test process are
needed to find good constants. And making it consistent for
default value and runtime parameter is overwritten. Tools
should automatically find parameters that are rarely used and
replace them with constants, rather than leaving a "fake"
configuration.

2) Partial adaption to workload in V—P: V—P are
usually used to adapt to runtime workload. During the inter-
action, developers conditionally adjust parameters according



/* Yarn/FederationClientInterceptor.java */

/* MySQL#31965404 */
for (size_t i = @; 1 < undo::spaces->size(); ++i) {
- const auto n_pages = SRV_UNDO_TABLESPAC SIZE_IN_PAGES; /I Use constant(C)
+ auto n_pages = Z 5 I/l Use param(P) in normal execution
+ auto space = fil_space_get(old_space_id); Il Get historical workload status(V)
+ if (space->m_undo_extend > Z &8&
+ space->m_last_extended.elapsed() < 1000) { |
+ n_pages = fil_space_get_size(old_space_id) / 4; ,‘
+ \\ (___/'

fil_ibd_create(.., n_pages); Calculated from “w.______. * UNDO tal

} historical workload value extel

Fig. 4: Example of configuration adjustment at runtime based
on historical data.

to workload-related variables. However, it falls short in two
aspects. First, developers do not comprehensively consider all
possible scenarios, adapting partially. Second, developers may
fully respect to user-set value and only modify the values when
users do not set the parameter, neglecting the necessity of
runtime adaption.

Lack of adaption to all scenarios: Developers often use
the max() or min() methods for V—P interaction to select the
better value. However, we find that 72.7% (48/66) of these
cases only consider one aspect (either the user-set value is
too large or too small). For instance, in Figure 2d, the min()
method prevents the configuration value threadPoolSize from
exceeding candidates.size() (region number) to avoid resource
waste. However, if threadPoolSize is significantly smaller
than the region number, it may lead to performance issues.
Conversely, while max() can ensure sufficient resources, it may
overlook cases where parameters are extensive compared to
the required workload, resulting in wasted resources.

Lack of necessary adjustment to user-set values: Some-
times developers are aware of the workload-related variables
that will interact with parameters and have taken them into
consideration. However, such modification only takes effect
when users do not set parameter values at all. Here is an
example:

1 /* Zookeeper/NIOServerCnxnFactory.java */

2 int numCores = Runtime.getRuntime ().availableProcessors();
3 numSelectorThreads =

4 Integer.getInteger (ZOOKEEPER_NIO_NUM_SELECTOR_THREADS,

5

Math.max ((int) Math.sqgrt ((float) numCores / 2) , 1));

The value of the selector thread number is relevant to
the number of available CPU cores. However, developers
use this knowledge only when users do not set parame-
ter ZOOKEEPER_NIO_NUM_SELECTOR_THREADS. Even
if the user sets an outrageous value, the developer will respect
it here. We find 4 such cases in our dataset.

In practice, developers sometimes use historical data
to adjust the configuration value, instead of blindly
choosing the value set by the user [32]. An exam-
ple is shown in Figure 4. Developers constantly check
workload-related variables (space->m_undo_exten and space-
>m_last_extended.elapsed() ) to determine whether the UNDO
tablespace extends aggressively. If so, developers will
use historical data (fil_space_get_size(old_space_id) / 4)
as the page size rather than statically use user-set value
(UNDO_INITIAL_SIZE_IN_PAGES).

int initSize = Math.min(INIT THREAD_POOL_SIZE,
threadPool = new ThreadPoolExecutor(initSize, ..);
while (..) {
int threadPoolSize = threadPool.getCorePoolSize();
int nodeNum = allNodes.size(); / Getworkload status (V)
int idealThreadPoolSize = Math.min(
if (threadPoolSize < idealThreadPoolSize)

)s
Il Initialize with a small constant(C)

» nodeNum); // Combine P and V
as threshold

1/ Extend thread pool I Not enough for runtime workload
} Extend thread pool based on Pand V_

Fig. 5: Example of elastic threshold.

Finding 9: During V—P, developers condition-
ally modify user-set values to adapt to runtime
workload. However, the majority (48/66=72.7%) of
conditional modifications only consider partial sce-
narios. Some modifications (4/66) only take effect
when users do not set parameter values at all.

Research Direction: Developers need to make user-
configured values adapt to the runtime environment and
workload. A possible solution is to auto-adjust the user-set
configuration value at runtime by using historical data. Such
an approach requires systematic modeling and prediction of
specific functions.

3) Inappropriate threshold in P—YV: In P—V inter-
actions, parameters typically serve as thresholds in con-
ditional branches, which indicate whether the software
is running abnormally. The inappropriate threshold can
be dangerous. In HBASE-12971, when setting replica-
tion.source.maxretriesmultiplier to 300, it will lead to a sleep
time of more than 24 hours when a socket timeout exception
is thrown [11].

Users often find it challenging to set such parameter values
as it is difficult to predict runtime workload. For instance, the
parameter thread_stack in MySQL on a 32-bit platform has
a valid range of 128 KB to 4 GB. However, users set it to
192 KB, and the MySQL server encounters a "thread stack
overrun" [14]. The user changes it to 256KB and solves the
problem.

Figure 5 shows a good practice in Yarn that makes the
threshold elastic at runtime. In this case, the threshold of the
thread pool (idealThreadPoolSize) is not only determined by
users. Rather, it uses a user-set threshold (maxThreadPoolSize)
and workload-related variable (nodeNum) to co-determine the
threshold. When the user sets maxThreadPoolSize too large,
it will be restricted by (nodeNum). This is actually a case
that uses a V—P interaction to constrain P and then uses P
as a threshold in another P—V interaction to control software
behavior. Such a combination takes the advantage of balancing
user intention with actual software requirements.

Finding 10: For parameters serving as thresholds
in P—YV, they themselves also need appropriate
limitations. Arbitrarily setting their values without
thorough consideration of the runtime scenario can
lead to severe issues.




Research Direction: Automated tools are needed to make
good predictions of threshold or make threshold elastic at
runtime by using workload information to constrain threshold-
type parameters. Such an operation needs the combination of
multiple P&V interactions.

4) Missing optimization opportunities in P-V: Besides
functionality, P-V interactions are used for optimization tun-
ing. Unlike a simple switch parameter, the workload-related
variables in P-V interaction usually represent the requirement
of optimization. For example in Figure 2f, when stageSub-
Sections.size() is positive, which means there are multiple
subsections in the corresponding file system image to process,
the configuration value loadInParallel should be on to execute
parallel loading. However, the default value is false, increasing
the possibility of missing optimization even when needed.

When developers introduce a new or advanced feature, they
often turn it off for the conservative principles [1], [17], [33].
After using it for a long time in production, they may change
the default value to true. For example, in HDFS-12603 [13],
Developers turn on async edit logging as default after “running
it in production for quite a while with no issues.”

Finding 11: P-V demonstrates the need for tuning
switches. A simple switch-off could lose the op-
portunity for performance optimization even when
needed. Many of the default values (14/21=66.7%)
of parameters used for tuning optimization are false.

Research Direction: Future work should monitor the
optimization-related variable and design strategies to automat-
ically suggest the scenarios in which the user should turn on
the optimization parameter.

VI. THREATS TO VALIDITY

We mainly choose mature data-intensive software systems,
which are widely deployed, highly configurable, and well-
documented. What’s more, they have a rich development and
maintenance history (on GitHub and JIRA). Although we
choose different types of software, our findings may not apply
to all kinds of software. Besides, even random sampling might
introduce bias, potentially affecting the results. However, we
still believe that our study is representative enough to reveal
the advantages and potential problems of the PCV interactions
as we did not restrict our research to a certain type of
software or a specific value type of configuration parameters.
Static analysis tools may miss some propagation paths due to
program complexity. To ensure completeness, we manually
examine the code to identify PCV interactions. While we
can’t guarantee capturing all cases, our dataset includes all
interaction types with enough instances for a thorough study.

VII. RELATED WORK

Configuration design and comprehension. Some works
focus on understanding and improving software configuration
design [1], [5], [34]. The work of Zhang et al [1] closely aligns
with our study. They study the design and implementation of

software configurations at the source code level. Our research
is similarly rooted in the source code but diverges by empha-
sizing the influence of configurations on software behavior.
Sayagh et al. [34] summarized common activities in software
configuration engineering undertaken by developers through
literature reviews and expert interviews. Some research has
focused on the design and usage of Software Product Line
(SPL) configurations [35], [36], predominantly employed by
developers to facilitate collaborative development and testing.
Our work focuses on how configuration parameters affect
software behavior at the source code level, but not the activities
of the configuration management.

Misconfiguration detection and prevention. There has
been a substantial body of studies on misconfiguration [3], [6],
[37]-[44]. Many works focus on preventing misconfiguration
before software execution [4], [7], [18], [23]. There are also
works dedicated to detecting configuration issues at runtime
[2], [15], [45], [46]. Our work neither focuses on detecting
misconfigurations nor on diagnosing software issues caused by
misconfigurations. Instead, we concentrate on the interaction
of configuration parameters with constants and variables in
the source code. We aim to gain a comprehensive and deep
understanding of how runtime configuration affects software
behavior and use the knowledge to help developers and users
design/use configuration better.

VIII. CONCLUSION

This paper presents, to the best of our knowledge, the first
comprehensive study on how configurations affect software at
runtime by focusing on the interaction between configuration
parameters, constants, and variables (PCV Interaction). This
interaction reflects how user intentions, developer knowledge,
and runtime environment/workload jointly influence software
behavior. We analyze 705 configuration parameters from 10
large-scale software systems, revealing that 66.4% of these
parameters interact with constants or variables after parsing.
We categorize these interactions and examine their runtime
effects, highlighting the risks and potential problems asso-
ciated with specific interaction patterns. Our findings offer
new insights and encourage the development of automated
techniques to improve both software configuration by users
and configuration design by developers.
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